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PREfACE

Preface

Much has happened in the global warming arena since this book was first 
published three years ago.  Shortly after the book came out, the Climategate 
scandal burst into the open and sent shock waves around the world.  This was 
quickly followed by the ending in disarray of the overhyped Copenhagen climate 
summit, which failed to reach agreement on extending the UN Kyoto Protocol 
that attempts to limit greenhouse gas emissions.

Since then, a myriad of mistakes and new exaggerations by the IPCC and climate 
change alarmists have come to light, hysteria over weather extremes supposedly 
caused by man-made CO2 has reached new heights, an important experiment on 
cloud physics has been conducted, and the cooling trend that began in 2001 has 
shown no signs of letting up.

All these developments and more are covered in this revised edition, which 
contains approximately 50% new or updated material, including an expanded 
chapter on alternative explanations to CO2 as the main source of global warming.  
The only area where I’ve cut back is CO2 data, since there is little dispute over how 
much the level of CO2 in the atmosphere is rising.

The biggest change is to the endnotes.  There are now more than 400 explana-
tory notes and scientific references, the majority of references including URLs 
(Internet addresses) where the paper or article – either the complete document 
or a summary – can be accessed free of charge.  However, URLs are not sup-
plied for references within IPCC reports, which can be accessed online only by 
the chapter.  The few other references that don’t include a URL can generally be 
accessed for a fee, but the fee is often more than the cost of this book!
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And, while the less technically inclined may not want to look up every refer-
ence, I highly recommend consulting at least the explanatory notes, as these often 
contain important detail.

I’d like to thank Kevin Walter, who pushed me into embarking on a 2nd edition 
and gathered most of the background material for the chapter on alternatives 
(Chapter 5); Roger Cohen, for his constructive comments on the 1st edition and 
several other insights; Gordon Fulks, for drawing my attention to several current 
papers in climate science, through his Global Warming Realists email group; and 
my wife Claudia, for her continued support and tolerance of the incursions my 
writing has made into our leisure time.

August, 2012
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PREfACE

Preface to 1st Edition

I wrote this book because I’m a scientist.  Because I’m offended that science is 
being perverted in the name of global warming – today’s environmental cause 
célèbre.  Because the world seems to have lost its collective mind and substituted 
political belief for the spirit of scientific inquiry. 

Science is not a political belief system.  Yes, scientists are human and have 
their biases, but the keystone of science is rational investigation.  There’s nothing 
very rational nor investigative about much of the conventional wisdom on global 
warming, which is characterized more by a near religious zeal than by thoughtful 
evaluation of the evidence.

It’s the abuse of science by global warming alarmists that turned me into a 
skeptic about CO2.  Until fairly recently, I was a fence sitter and willing to accept 
the possibility that recent climate change is the result of human activity, though 
I also had my doubts.  

What first changed my view was a college course on physical science that I 
taught a few years ago and that included a segment on global warming.  Despite 
the fact that the course focused on the scientific method, and on not accepting 
hypotheses without adequate testing or evidence, the textbook  simply pre-
sented the alarmist line on man-made global warming without question.  

To me, that made a mockery of the history of science presented in the course, 
which featured several examples of how mainstream scientific thinking has 
sometimes been wrong in the past.  At the very least, I felt that the other side of 
the global warming debate should have been discussed as well. 
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The experience induced me to take a second look at global warming.  As I 
delved more deeply into the background material, I found myself steadily moving 
over to the skeptical camp and becoming more and more annoyed at the strident 
tone of most alarmist declarations – especially the assertion that “the debate is 
over”.  Such an assertion would have appalled the famous 19th-century British 
biologist Thomas Huxley, often regarded as one of the founding fathers of modern 
scientific thought, who once said: “Skepticism is the highest of duties; blind faith 
the one unpardonable sin”. 

This book takes the skeptics’ viewpoint on global warming, but with emphasis 
on the underlying science rather than the politics.  My intention is as much to 
resurrect the tarnished reputation of scientific endeavor as it is to convince you 
that CO2 has little to do with global warming.  

Why have I taken it on myself to defend the honor of science?
It’s because I feel so strongly about my chosen profession.  I’ve been interested 

in science since my childhood, when science was held in particularly high regard 
following the development in only a few years of nuclear power, the transistor 
(the basis of today’s computer chip), and rockets capable of sending man to the 
moon – along with advances in the biological sciences such as figuring out the 
structure of DNA.  

Some of the gloss of those heady times later wore off, and there was an under-
standable backlash when it was realized that science didn’t have all the answers to 
our problems.  Unfortunately, this reaction helped fuel the rise of “junk science”, 
based on ignorance and fear instead of the traditional scientific method.  And all 
that coincided with the start of the global warming debate about 20 years ago, so 
perhaps we shouldn’t be surprised that the debate has generated more heat than 
light.

Much of the book is critical of the UN’s Intergovernmental Panel on Climate 
Change (IPCC).  That’s because the current belief that global warming is caused 
by man-made CO2 stems largely from the IPCC’s climate assessment reports, as 
interpreted by the mass media and swallowed by the public at large.  



- XIII -

PREfACE

More than anything else, it is the IPCC reports that have convinced me alarm-
ists are wrong about CO2.  

I’m not saying that the lengthy, detailed reports are full of bad science.  They 
do contain accurate and useful information in places, supplied by well-meaning 
climate researchers who are genuinely trying to piece together a coherent picture 
of the Earth’s climate system.  But these scientists appear to be in the minority 
within the IPCC, which is dominated by other scientists and bureaucrats who 
manipulate the data and the reports for their own ends.

All of this is a sad commentary on the state of science today.  It has taken more 
than two millennia to develop and refine the modern scientific method to the 
point where we’ve been able to make major technological advances in a relatively 
short time.  But if we continue to debase science as the IPCC and other political 
bodies do, our wonderful scientific heritage will be lost.

The book is written for both the layman and the scientist, at a level that anyone 
with a high-school education including some basic science should be able to 
understand.  However, even those who can’t comprehend the science in detail 
should be able to follow the general line of argument.

To convey the essence of global warming science in a readable and informative 
manner, I’ve kept technical material and scientific jargon to a minimum in the 
main text.  Scientists, and those nonscientists seeking more detail, will have to 
dig a little further by consulting the many endnotes (and the appendices) at the 
back of the book.      

There are several people I want to thank.  These include my brother Patrick, 
who first got me seriously interested in global warming and encouraged me to 
write this book; my colleagues Keith and Hillary Legg, for many discussions on 
the subject and useful suggestions; Jim Peden, who convinced me to actually start 
writing; Howard Hayden and Roy Spencer, for answering my questions; and my 
wife Claudia, for her unwavering support and encouragement as I took on what 
is still an unpopular cause.

May, 2009
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CLImATE CHANGE DELUSIoNS

Chapter 1:  Climate Change Delusions

Science is under attack like never before, especially by global warming alarm-
ists. The alarmists would have us believe that doomsday is near, that a catastrophe 
awaits the Earth unless we stop pumping carbon dioxide (CO2) into the atmo-
sphere by burning fossil fuels. It’s CO2 that is causing the climate to change, insist 
the believers. If we don’t do something about this pesky gas right now, our planet 
and our way of life will be destroyed.

This is utter nonsense. Global warming may be real, but there’s hardly a shred 
of good scientific evidence that it has very much to do with the amount of CO2 
we’re producing, or even that temperatures have risen as much as warmists say.

Today’s climate change hysteria began 25 years ago with United Nations dis-
cussions that created the Intergovernmental Panel on Climate Change (IPCC). 
To climate change alarmists, the climate bible is a series of assessment reports 
issued by the IPCC about every six years. Based on the collective opinion of 
several hundred climate scientists, these reports are the source of the widely held 
belief, promulgated by Al Gore and other alarmists, that higher temperatures are 
the result of human activity.1

Unfortunately, nature has not been cooperating. Global temperatures have flat-
lined or fallen since about 2001, throwing a monkey wrench into global warming 
theory that doesn’t allow for cooling because the CO2 level is constantly going 
upwards.

Not to be put out, the global warming faithful simply changed their tune. 
Global warming became climate change, despite the fact that the Earth’s climate 
had already been changing for thousands of years, long before industrializa-
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tion boosted CO2. And the telltale sign that CO2 causes climate change became 
weather extremes instead of rising temperatures. Widespread wildfires in Russia, 
severe flooding in Pakistan, deadly tornadoes in the U.S., even harsh winters and 
record snowfalls – all of these are the result of man-made CO2, according to the 
alarmists.

How convenient. Just ignore the current cooling trend and blame every unusual 
weather event on CO2 and global warming. That may help drive political action 
on climate change, but it’s not science. True science is based on rigorous logic and 
evidence, not blind faith in quasi-religious dogma.

The IPCC and global warmists spare no effort in telling us to stop climate 
change by curtailing or even ending emissions of CO2. Failure to act will mean 
even more extreme weather, colossal shifts in rainfall patterns, and thawing of 
the polar ice caps. But if we care to look back at the 1930s or the 1950s, when the 
CO2 level was much lower than now, we’d see that terrible floods2 and droughts3 
and melting ice caps4 are nothing new.

The alarmists have spun such a web of deception that any science contrary to 
the view of human-induced global warming is either ignored, played down, or 
deliberately distorted. News releases and scientific papers that don’t adhere to 
the IPCC “party line” on CO2 are frequently sidelined by a barrage of attacks, 
sometimes vicious and personal.

Global warming skeptics have very different ideas about the origins of climate 
change. Unlike alarmists, skeptics believe that humans have little to do with 
global warming and dispute the notion that our CO2 emissions have any signifi-
cant effect on climate. They question the basic science behind the whole case for 
a human influence on the climate system.

To skeptics, climate change is almost entirely a result of natural causes. There-
fore, there’s no point in passing legislation on CO2 emissions arising from the 
human presence on Earth – at least, no point in doing it to combat global warming.

Both groups defend their views vehemently, although the debate, if it can be 
called a debate, is mostly conducted out of public sight in the silent world of 
Internet blogs. Actual debates between the two sides are rare, alarmists repeat-
edly refusing invitations to publicly discuss the issues, usually on the grounds 
that their skeptic counterparts are “unqualified” (read: dispute the conventional 
wisdom) or that there is nothing to discuss.
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Until recently, the mainstream media presented the alarmist viewpoint almost 
exclusively, as if man-made global warming were an established fact, a belief that 
no longer needed to be questioned or debated. To my amazement, this stand-
point has even been adopted by many of the world’s most eminent professional 
scientific societies.

An important part of the belief in global warming orthodoxy is the deeply 
ingrained misconception that a scientific consensus exists, that the scientific 
community speaks with one voice on CO2 and climate change.

Because of this, skeptics have been frequently denigrated and even publicly 
vilified by alarmists. Even today, alarmists persist in bad-mouthing anyone who 
doesn’t subscribe to their convictions by calling them “deniers” – an attempt to 
link global warming skeptics with the immorality of Holocaust deniers.5

Dr. Rajendra Pachauri, who is the current IPCC chairman, has ridiculed those 
who question the so-called consensus by comparing skeptics to members of 
the Flat Earth Society, which he said6 probably has about a dozen members in 
modern times. Former U.S. Vice President Al Gore has made similar statements, 
claiming that “They [Skeptics] are almost like the ones who still believe that the 
Moon landing was staged in a movie lot in Arizona.”7

The tide has turned, however, in the last few years and public opinion has now 
swung toward climate change skeptics. While the general public was evenly 
divided between alarmist and skeptical views of global warming when the 1st 
edition of this book was published three years ago, recent polls indicate that the 
percentage of skeptics in the public at large is currently around 60%.8, 9 National 
newspapers in several countries now carry regular articles that present skeptical 
opinions or question the notion that our climate is headed for disaster.

Among scientists, the percentage of skeptics is generally lower, perhaps only 
10% to 20% for climate scientists. An opinion poll of several hundred climate 
scientists worldwide on the origins of global warming was carried out by Dennis 
Bray and Hans von Storch, first in 1996 and again in 2003 and 2008. The 2008 
survey, conducted online, found that approximately 14% of the climatologists 
polled believe that climate change in general is not due to human activity.10

A survey of 3,146 earth scientists the same year asked respondents if they 
thought human activity was contributing significantly to changing tempera-
tures. Some 82% of those surveyed answered yes,11 suggesting that 18% of earth 
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scientists are global warming skeptics, although a specific question about global 
warming or climate change was not asked.

It is clear from both polls nevertheless that a substantial number of climate 
scientists, even if not a majority, are global warming skeptics – over 370 of the 
earth scientists polled who regard themselves as climatologists (12% of 3,146),12 
for example.

Subsequent studies have pegged the percentage of climate scientist skeptics as 
high as 16%13 and as low as 2-3%.14 However, the low estimate has been criticized 
on several grounds by climate scientists themselves, including some who are not 
global warming skeptics, such as Roger Pielke Jr. On the study minimizing the 
number of skeptics, Pielke Jr. commented that “… this paper simply reinforces 
the pathological politicization of climate science in policy debate.”15

Scientists overall are much more skeptical than climate scientists. In 2007, U.S. 
Senator James Inhofe held a Senate hearing on global warming and the media, 
in an effort to balance the media’s one-sided stance in presenting the science of 
climate change. The hearing’s official report16 included a list of about 400 scien-
tists from over 20 countries who have voiced strong objections to the assumed 
consensus on human-caused global warming. The list of dissenting scientists is 
constantly updated, and had grown to more than 1,000 by December 2010.17

An ongoing project designed to attract skeptics on climate change is the “Peti-
tion Project”.18 Originally organized in 1998 by the Oregon Institute of Science 
and Medicine, in order to counter the then-widespread claim that further exami-
nation of global warming science was unnecessary, the Oregon petition has now 
been signed by more than 31,000 U.S. scientists.

However, the petition refers to “catastrophic heating” of the Earth’s atmosphere 
and “disruption” of the earth’s climate, rather than climate change as such. So, as 
in the survey of earth scientists that didn’t ask explicitly about global warming or 
climate change, the exact number of global warming skeptics among the Oregon 
petition signatories is uncertain. It’s clear though that the number is large.

But does it matter what other scientists or the general public think about global 
warming? Aren’t the vast majority of climate scientists right? They’re the experts 
after all, who, in their own words at least, “understand the nuances and scientific 
basis of long-term climate processes”.11
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If climatologists’ conclusions and prognostications for the future were based on 
solid experimental observations – the hallmark of genuine science – there would 
be good reason to believe them. But, as you’ll see shortly, the whole architecture 
of man-made global warming depends on unbridled faith in deficient computer 
models. And the poor science is compounded by the all-too-human need of 
climate scientists to preserve their jobs and research funding by reinforcing the 
prevailing wisdom on global warming.

Receipt of climate science funding has long depended on being able to affirm 
that CO2 controls our climate. This connection has been used to intimidate global 
warming skeptics, as observed by well-known climate scientist Richard Lindzen, 
who is Alfred P. Sloan Professor of Atmospheric Science at MIT:

But there is a more sinister side to this feeding frenzy. Sci-
entists who dissent from the alarmism have seen their grant 
funds disappear, their work derided, and themselves libeled 
as industry stooges, scientific hacks or worse. Consequently, 
lies about climate change gain credence even when they fly 
in the face of the science that supposedly is their basis.19

As well as skeptical scientists who keep quiet out of fear, there are others who 
feel no particular need to make their views known in public. I was in that cat-
egory myself before embarking on this book. What all this means is that any 
count of scientific skeptics on global warming is bound to be an underestimate.

CORRUPTED SCIENCE
As a scientist, what I personally find most troubling about the climate change 

debate is the gross misuse of science by those on the alarmist side. The worst 
public offender is the IPCC, which long ago became the accepted authority for 
those convinced that global warming has human origins.

In this book, I will expose the most flagrant abuses of normal scientific practice 
by the IPCC, and draw attention to the questionable assumptions and interpreta-
tions of data that the IPCC and its alarmist advocates have used to formulate their 
position on global warming.

This will involve looking at both the science – which we’ll do at a fairly basic 
level – and the methodology used to interpret the available climate data. Good 
science is based on what is called the scientific method, a set of procedures estab-
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lished over many centuries since the time of the ancient Greeks. In later chapters, 
we will see where the IPCC has not only gone wrong in its handling of climate 
data, but has also departed repeatedly from sound scientific methodology – to 
the point of corruption in many instances.

But first, let’s review what the IPCC is and what it has to say about global 
warming.

THE INTERGOVERNMENTAL PANEL ON  
CLIMATE CHANGE (IPCC)

The IPCC has always believed that global warming is man-made, ever since it 
was established in 1988. The organization was founded jointly by the UN Envi-
ronment Programme and by the World Meteorological Organization (WMO), a 
group that works to standardize weather-related observations. The IPCC’s stated 
purpose was to assess “the scientific, technical and socioeconomic information 
relevant for understanding the risk of human-induced climate change”.

But despite the implication in this statement that climate change caused by 
human activity was still in the future, it’s no secret that the UN and the IPCC 
believed it was already happening. Though cloaked in bureaucratic language, this 
presumption can be clearly seen in the terms of the mandate that included, in 
addition to wording on filling gaps in our climate knowledge, statements such as:

Review of current and planned national/international 
policies related to the greenhouse gas issue; Scientific and 
environmental assessments of all aspects of the greenhouse 
gas issue and the transfer of these assessments and other rel-
evant information to governments and intergovernmental 
organisations to be taken into account in their policies ...20

In other words, the whole IPCC effort has always been biased toward the asser-
tion that humans alone have caused the warming we now measure across the 
globe. This bias is a central part of all the panel’s publications and reports. By the 
IPCC’s own admission,21 even the first report in 1990 “... made a persuasive, but 
not quantitative, case for anthropogenic [human-caused] interference with the 
climate system.”

Subsequent IPCC reports have reinforced the original conclusion, adding more 
and broader arguments for the existence of man-made warming, and putting 
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TABLE 1.1:  PRINCIPAL IPCC ASSERTIoNS22

Assertion Confidence level

1.  man-made Co2 and other greenhouse gases23 in the 100% 
atmosphere have increased markedly since 1750.

2.  most of the global warming in the last 50 years At least 90% 
has been caused by these gases. 

3.  Temperatures in the Northern Hemisphere since At least 66% 
1960 have been the highest of any 50-year  
period in the last 1,300 years.

4.  Even greater warming will occur this century if we At least 90% 
continue to emit Co2 and other greenhouse gases.

WHAT’S WRONG WITH THIS PICTURE?

•	 	Assertions	2,	3	and	4	are	debatable	(though	assertion	1	
is not in dispute) and may not be true at all.  

•	 	Confidence	levels	as	high	as	90%	are	totally	unjustified,	
because these three conclusions are based solely on 
computer models that are only crude approximations to 
the Earth’s climate.

Such high confidence levels have led to the false, unsup-
portable beliefs that there is “scientific consensus” on 
human-induced climate change and that “the science is 
settled”.  

The phrase “global warming gases” has become part of 
everyday usage, despite the lack of any proven connection 
between greenhouse gases and global warming.
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numbers to this and other assertions (Table 1.1). Each successive report has 
sounded more and more confident that global warming is largely our own fault. 
By the time the Fourth Assessment Report was issued in 2007, the IPCC claimed 
to be up to 90% certain of its conviction that rising temperatures are caused by 
human activity.

All of that would be unimportant were the IPCC not so powerful: numerous 
governments around the world, not to mention environmental groups and the 
general public, regard its word as climate gospel – to be taken as the absolute 
truth, without question. Its reports on global warming are far more widely read 
and quoted than most speeches by world leaders on any topic at all. The IPCC 
itself rightfully claims that its reports immediately become “standard works of 
reference”. This is an enviable position that most interest groups and professional 
societies can only dream of.

If the IPCC were simply an organization of climate scientists without any 
agenda other than to review and understand the many factors affecting the 
Earth’s climate, its pronouncements might be more believable. But the reality 
is that the IPCC is mostly made up of bureaucrats and government representa-
tives, intent on validating the panel’s original assumption that global warming 
is a man-made phenomenon. Indeed, two of its three working groups and an 
associated task force all focus on the impact and mitigation of global warming, 
based on the underlying presumption that it is a direct result of human activities. 
The other working group concentrates on the science, but shares the same biased 
assumption.

The IPCC’s climate scientists consist of working scientists who act as either 
authors (contributors) or reviewers of the organization’s reports. Writing and 
reviewing the 2007 report supposedly involved more than 3,750 people,24 of 
whom an estimated 2,000 were climate scientists according to press reports at 
the time. But of these, only a small percentage held a PhD degree – the most 
generally accepted measure of scientific expertise.

In any case, both numbers have been shown to be overestimates, due to dupli-
cation of authors and reviewers.25  My best estimate is that less than a half, maybe 
only a third, of the 3,750 involved in producing the 2007 report were climate 
scientists.26
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Many of those who were not climate scientists were not scientists at all: the aca-
demic participants listed by the IPCC include social scientists and geographers, 
and other contributors include civil engineers and even lawyers. This means that 
much of the scientific analysis in IPCC reports comes from people who may not 
have the background to assess the science. No doubt that’s why there have been 
a number of accounts of IPCC climate scientists whose dissenting opinions have 
been suppressed or ignored. It’s not an approach that produces good science.

THE CO2 GLOBAL WARMING HYPOTHESIS
Carbon dioxide gets a bad rap these days. Although crops and trees need it 

in order to grow, and it’s the gas that gives soft drinks their fizz, we humans are 
spewing vast quantities of CO2 into the air by burning coal and natural gas for 
energy and by driving cars. If you believe the global warming alarmists, all the 
CO2 we produce is what’s causing the mercury to rise around the world.

How could this be?
To answer that question, we need to examine the scientific observations on 

which the CO2 theory is founded. Observations, or data gathering, are at the root 
of the scientific method that I referred to earlier. But we’ll see that these data don’t 
necessarily mean climate change is a human phenomenon.

There are two observations that have sparked the debate on global warming, 
one involving temperatures and the other, CO2 levels:

1.  Worldwide temperatures have been climbing on 
average since the middle of the 19th century, although 
they have recently fallen slightly, and

2.  The amount of CO2 in the atmosphere has steadily 
increased over the same timespan, at an accelerat-
ing rate. Much of the extra CO2 comes from human 
activities, mainly the burning of coal, oil and natural 
gas.

If temperature and the CO2 concentration have both gone up (see Figure 1.1), 
then it’s reasonable to say they must be connected – right? Rising temperatures 
and higher atmospheric CO2 are indeed related, but this doesn’t necessarily 
explain global warming. The crucial question is how strongly are they related?
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We know that rising CO2 levels boost the Earth’s temperature, but this is only 
a minuscule effect, not enough to account for the warming that the world has 
seen. It’s entirely possible that higher temperatures are only weakly linked to the 
elevated CO2 level and that most of the temperature increase hasn’t come from 
CO2 at all, but from some other, natural source – many skeptics would say the 
sun or one of our oceans.

Figure 1.1: The Modern  
Temperature and CO2 Record

Global air temperature

2011 anomaly +0.34oC

0.6

0.4

0.2

0.0

-0.2

Te
m

p
er

at
ur

e 
an

om
al

y 
(o

C
)

-0.4

-0.6
1860 1880 1900 1920 1940 1960 1980 2000

360

350

340

330

320

310

300

290

280

270

p
ro

p
or

tio
n 

of
 C

O
2/

p.
p.

m
.

1700 1800 1900 2000

Sources: Temperature – Climatic Research Unit/Hadley Centre 
(HadCRU);27  CO2 (filled circles: Antarctic ice-core data, open 
circles: Mauna Loa Observatory measurements) – climatepredic-
tion.net.28



- 11 -

CLImATE CHANGE DELUSIoNS

The climate change debate hinges on this issue, on how the separate observa-
tions about the Earth’s temperature and the CO2 content of its atmosphere should 
be interpreted.

According to the IPCC and global warming alarmists, the only possible inter-
pretation is that the warming we have experienced is caused by the raised level 
of CO2. This conclusion is embodied in a scientific hypothesis (Table 1.2), which 
explains the CO2–temperature connection in terms of what we call the green-
house effect.

The greenhouse effect, named (though incorrectly) for  the process  that ripens 
tomatoes in a glass hothouse, is a well-understood scientific phenomenon, 
originally explained by the French mathematician Joseph Fourier in the 1820s.  
Because it’s described at length elsewhere, I won’t go into detail here. A simplified 
explanation is that greenhouse gases in the atmosphere act as a radiative blanket 
around the Earth, trapping some of the sun’s heat that would normally be radi-
ated away.32 This makes the planet warmer than it would be without greenhouse 
gases.

A possible greenhouse connection between increased CO2 levels and higher 
temperatures was first proposed by the Swedish chemist Svante Arrhenius, at the 
end of the 19th century. He later hypothesized that human activity could result 
in global warming.33 But it was not until the IPCC began publishing its climate 
reports in the 1990s that belief in the CO2 hypothesis became widespread.

Contrary to popular opinion, however, the major greenhouse gas in the atmo-
sphere is not CO2, but water vapor (H2O). Water vapor accounts for about 70% 
of the Earth’s natural greenhouse effect and water droplets in clouds for another 
20%, while CO2 contributes only a small percentage, between 4 and 8%, of the 
total. The other greenhouse gases are ozone, methane, nitrous oxide and chloro-
fluorocarbons (CFCs, the gases formerly used in aerosol cans and refrigerators), 
which all make even smaller contributions to greenhouse warming.

Without the natural greenhouse effect – in the absence of any greenhouse gases 
at all – life on Earth as we know it would not exist. The globe would be cooler 
than it is now by about 33o Celsius (60o Fahrenheit), too chilly for most living 
organisms to survive.

Thus, it’s definitely possible in principle that adding to the store of existing 
greenhouse gases by putting more CO2 into the atmosphere could increase tem-
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TABLE 1.2: THE Co2 HYPoTHESIS

Observations 

•	 	Global	surface	temperatures	have	risen	by	approximately	0.8o Celsius 
(1.4o fahrenheit) since 1850.29

•	 	The	CO2 level in the lower atmosphere has gone up as much as 37% 
in the same period,30 largely due to man-made Co2 emissions from 
factories and automobiles.

Hypothesis

Global warming is caused primarily by man-made Co2 in the atmosphere 
via the greenhouse effect, which says that greenhouse gases such as 
Co2 heat up the Earth. 

WHAT’S WRONG WITH THIS HYPOTHESIS?31 

1.  The CO2 steady level problem: The Co2 level remained steady 
during previous global warming and cooling periods over the 
last 2,000 years – neither going up nor down as the average 
temperature rose and fell.

2.  The CO2 amplification problem: The climate change from 
extra Co2 is very small. A 37% upswing in Co2 causes only 
a tiny temperature increase, unless this increase is amplified 
by water vapor in the atmosphere and by clouds. But we 
don’t know how big or small this amplification is, or even if 
it’s an amplification and not a diminution.

3.  The CO2 lag problem: Historically, gains in atmospheric Co2 
levels occurred several hundred years after the temperature 
went up. This Co2 lag, in the global warming period following 
an ice age, can’t be reconciled with today’s global warming, 
in which Co2 and temperature have risen together.  
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peratures. One place in the solar system where there is an abundance of CO2 and 
a pronounced greenhouse effect is the planet Venus.34 But the total amount of 
CO2 in the Earth’s atmosphere is still only very small: about 390 parts per million, 
or less than one twentieth of a percent. It takes an awful lot of CO2 to make an 
appreciable difference.

The critical issue is whether the extra CO2 that we’ve injected into the Earth’s 
atmosphere since industrialization began in the early 1800s is enough to bump 
up the temperature by the observed 0.8o Celsius (1.4o Fahrenheit).

It is on this question that climate change skeptics and alarmists differ most 
sharply. Skeptics say there’s no good evidence that man-made CO2 is playing 
any significant role in global warming. The alarmists, on the other hand, say 
everything points to the fact that it is.

COMPUTER MODEL FALLACIES
To skeptics, the IPCC’s claim that we can be more than 90% certain that global 

warming is entirely man-made borders on the absurd. As we’ll see, every single 
conclusion and prediction in all the IPCC reports is based on computer models 
of the Earth’s climate, and these theoretical models are far from the tools for 
accurate climate analysis and projection that the IPCC believes them to be.

I am not saying that computer models can’t play a useful role in simulating 
complex physical phenomena such as climate. It’s just that computer simulations 
are only as accurate as the underlying assumptions in the model.

If the assumptions in a particular computer model are based on established 
science, the predictions of the model are highly reliable – and a confidence level 
approaching 100% is warranted. A good example of this is the computer calcula-
tions used by the U.S. government to simulate explosions of nuclear weapons in 
its stockpile.

Back in the days when people worried about dangerous radioactive fallout 
from atmospheric testing of atomic bombs, worldwide political pressure led to 
the banning of atmospheric tests and the initiation of underground testing. But 
because some nuclear fallout occurs even when tests are carried out deep under-
ground, computer simulations are now used as an alternative to conducting 
actual tests of the warheads. So accurate is the computer model in representing 
the science of nuclear explosions that the government believes it has an excellent 
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handle on the capabilities of its nuclear stockpile, and consequently feels no need 
to resume its previous real-world testing to confirm the strength of its nuclear 
deterrent.

That’s the good news, for both nuclear weapons stewardship and the envi-
ronment. But not all computer models are as sophisticated as those that mimic 
nuclear explosions, nor are the underlying physical processes as well understood 
or even known in many cases. Models that attempt to simulate the behavior of 
the universe, or of the human brain – both immensely complex systems, on dif-
ferent scales – are only in their infancy today and unable yet to make many useful 
predictions.

Climate models are in this category too. There’s a lot we’ve learned about the 
intricacies of the climate on our planet, but there’s also a great deal we don’t know. 
Our understanding of clouds and water vapor, of the interaction between the 
oceans and the atmosphere, and even the details of the sun’s effect on the Earth’s 
climate are all still at a primitive stage. These factors can only be modeled crudely, 
and anything poorly understood is often left out of the models altogether.

It makes no sense at all, therefore, to attach a confidence level of 90% (“very 
likely” in IPCC terminology) to the statement, for example, that greenhouse gases 
have caused most of the global warming that we see. A confidence level of a few 
percent might be closer to the mark. Even in the Bray and von Storch survey in 
2008, only 50% of the climate scientists polled thought that the current theoreti-
cal understanding of climate change is adequate.35

THE SKEPTICS’ EXPLANATION: NATURAL CAUSES
Skeptics about the alarmist belief in human-induced climate change have an 

alternative explanation that doesn’t depend on bad science or demonization of 
critics to convey its message: the warming is predominantly natural, the result of 
one of nature’s many cycles. We already know there are cycles that have caused 
the Earth’s temperature to fluctuate numerous times in the past.

What are these cycles?
One type of cycle that is definitely not the cause of the current warming trend 

is regular but long-term changes in the Earth’s orbit around the sun. We learn 
in high school that the Earth goes around the sun in an elliptical path, and that 
it spins on an axis that is tilted. Over time, the elliptical orbit stretches and con-



- 15 -

CLImATE CHANGE DELUSIoNS

tracts, the angle of tilt changes – on different timescales – and the Earth also 
wobbles on its axis, on yet another timescale.

The cumulative effect of all these slow dance moves by the Earth is that the 
amount of heat and light from the sun goes up and down over long periods of 
time, especially near the North Pole. This causes extended global warming and 
global cooling cycles, both of which can last for tens or even hundreds of thou-
sands of years.

Prolonged cooling cycles are known as ice ages because of the massive ice sheets 
and glaciers that cover a lot of the planet. The next ice age is not expected for at 
least another 1,500 years, and maybe longer if current global warming persists.

But there are other natural cycles, many of which are shorter than the Earth’s 
orbital cycles, that could be influencing our present climate – notably those asso-
ciated with our sun. As we’ve seen, the sun’s heat energy, in combination with 
greenhouse gases (mostly water vapor) in the atmosphere, provides a sufficiently 
comfortable living environment for us to survive.

Like the Earth’s orbit in the solar system, the sun’s output is not constant but 
wiggles in time. However, most solar cycles are much shorter in length than the 
10,000-year-plus cycles that the Earth goes through. For example, the number of 
sunspots36 fluctuates over an interval of about 11 years. A recent sharp decline in 
sunspot activity has prompted some solar scientists to suggest that we’re headed 
for a chilly period, rather than more warming.

Apart from solar cycles, natural short-term oscillations of the atmosphere and 
oceans, poorly understood right now, may have a much greater impact on global 
temperatures than we think.  The familiar El Niño and La Niña cycles are already 
known to have drastic climatic effects in countries bordering the Pacific Ocean.

Solar variability and ocean oscillations are not only tied together, but they also 
affect the Earth’s cloudiness, both directly and indirectly. One indirect effect 
is the influence of cosmic rays37 that emanate from deep space and constantly 
bombard our atmosphere, sometimes creating low-level clouds that result in 
cooling of the planet’s surface. The sun can block these cosmic rays, changing 
the cooling effect. Some climate scientists think that clouds alone may make the 
single biggest contribution to our climate.

Yet hardly any of these sources of natural variability – the sun, the oceans, and 
clouds – are considered by the IPCC. The computer models that form the basis for 
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the IPCC’s reports do incorporate solar effects, but only direct effects and only at 
a fairly rudimentary level.38 Later in the book, we’ll examine all of these possible 
causes of climate change in more detail.

Where I and other skeptics take issue with the IPCC is that, knowing that 
natural variability has largely been left out of the climate models, the panel then 
goes on to draw conclusions on global warming that completely ignore the omis-
sions and insists that most of the warming must come from man-made CO2. 
And, as we’ll see, the IPCC uses bad science to shore up its case.
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Chapter 2:  Science Gone Wrong

Apart from its bias, the IPCC is hypocritical. In discussing the nature of science 
in the historical overview of its 2007 report, the IPCC states: 

Science may be stimulated by argument and debate, but it 
generally advances through formulating hypotheses clearly 
and testing them objectively.  This testing is the key to 
science. ... It is not the belief or opinion of the scientists that 
is important, but rather the results of this testing. … Thus 
science is inherently self-correcting; incorrect or incomplete 
scientific concepts ultimately do not survive repeated testing 
against observations of nature.39

This is an accurate and succinct summary of what good science should be all 
about – the essence of the scientific method40 that I referred to earlier. But the 
methodology actually used by the IPCC makes a mockery of the observational 
testing called for in the statement. The same report goes on to say:

Using traditional approaches, unequivocal attribution of 
causes of climate change would require controlled experi-
mentation with our climate system.  However, with no spare 
Earth with which to experiment, attribution of anthropo-
genic climate change must be pursued by ... demonstrating 
that the detected change is consistent with computer model 
simulations ...41

“Must” be pursued by computer simulations? In a single sweeping declaration, 
the IPCC brushes aside modern science and its dependence on experimental 



- 18 -

GLOBAL WARMING FALSE ALARM

observation, choosing instead to base all its assertions and projections solely on 
untested theoretical models of the climate.

The insistence of the IPCC that the notion of human-induced global warming 
can be validated by computer modeling is where the bad science begins. Unfortu-
nately for science, the IPCC missteps go on. It’s not just unquestioning acceptance 
of computer models that derails the IPCC’s conclusions, but a host of other depar-
tures from sound scientific practice as well – including data manipulation and 
outright fabrication.

DATA MANIPULATION
Central to any scientific investigation, such as checking out the validity of 

the CO2 global warming hypothesis, are the raw data gathered by observation. 
Without data there can be no hypotheses, no science.

And the data must be handled according to certain unwritten rules, if infer-
ences drawn from the data are to be regarded as reliable, solid science. These rules 
include examining all the evidence, eliminating bias42 in the measurements, and 
using multiple sources of data to minimize the influence of any personal quirks 
of the investigators.

One of the most frequently overlooked rules of the scientific method is that you 
have to consider all the data. What the rule is saying is that you can’t ignore any 
piece of evidence that doesn’t fit your theory or verify your hypothesis, simply 
because it’s inconvenient.

I’ve done scientific research, and I know how tempting it can be to reject data 
that you don’t like for some reason. Maybe you made an observation that conflicts 
with what everyone else has seen, or maybe you can’t draw the trend line that you 
want through your graphed data points without throwing out some data.

But it’s a big no-no in the scientific sphere to ignore or discard any experimen-
tal observation, unless there was an obvious mistake that calls for repeating the 
measurement, or there is bias in the data that can’t be corrected for – which is 
sometimes the case with historical data. All other data must be kept, even if it 
can’t be fully explained.

The rules are really just common sense, but important nonetheless because 
science strives to understand the physical world through honest investigation 
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and discovery. No one can hope to gain any insight by playing fast and loose 
with the data.

Regrettably, the IPCC and its alarmist cheerleaders do just that with the prin-
cipal pillars of its data edifice, in order to reinforce its contention that climate 
change is a man-made phenomenon. They do it with the temperature record, 
both present and past, with sea levels, and with data on natural climate cycles. 
And not just once, but many times over.

Exaggerated Temperatures
A big part of the IPCC story is the surge in global temperatures from about 1970 

to 2001, which is clearly visible if you look back at Figure 1.1. That data, measuring 
the temperature anomaly – or change from the average temperature – for the 
period from 1850 to 2011, is based on both land and sea measurements.

But how accurate are these measurements?
I’m not talking about the thermometers used, as thermometers have been 

around for a long time and we can depend on them to accurately record the 
temperature. But that doesn’t necessarily mean that temperature readings are 
reliable. The reading will depend on where the thermometer is situated – a ther-
mometer out in the scorching sun will show a different temperature from one 
nearby in the cooler shade, for example.

So land-based surface temperatures are always taken by thermometers in 
special white louvered boxes, or by more modern electronic sensors encased in a 
bellows-like enclosure, about 1.3 meters (4 feet) off the ground. This standardizes 
the measurement method, but there’s still a problem because of what are called 
urban heat islands. 

The term urban heat island refers to the warming generated by people living 
in cities, which are always significantly warmer than surrounding rural areas 
because concrete, asphalt and buildings tend to soak up heat. Heat islands intro-
duce bias into temperatures that are averaged over both city and rural land areas, 
causing average temperatures to be overstated. The influence of urban heat islands 
on recorded temperatures, even in small cities, is well established.43

Temperature bias can also arise because the thermometer or sensor is in the 
wrong place. If it’s next to a paved parking lot, for instance, heat reflected by 
the paving and heat generated by the running engines of vehicles will skew the 
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measured temperature to indicate false warming. Regulations in the U.S. require 
temperature sensors to be at least 30 meters (100 feet) from artificial heating or 
reflecting surfaces, but many temperature stations don’t meet this requirement.

It was concern that urbanization may have compromised the U.S. temperature 
record, especially in recent years, that induced prominent meteorologist Anthony 
Watts to take a close look at the siting of weather stations across the U.S. Watts 
recruited a team of over 650 volunteers to visually inspect and photographically 
document more than 860 of these temperature stations.44

The results came as a shock to the weather station sleuths:
We found stations located next to the exhaust fans of air 
conditioning units, surrounded by asphalt parking lots and 
roads, on blistering-hot rooftops, and near sidewalks and 
buildings that absorb and radiate heat.  We found 68 stations 
located at wastewater treatment plants, where the process 
of waste digestion causes temperatures to be higher than in 
surrounding areas.45

The Watts team discovered that a staggering 89% of the inspected stations 
failed to meet the 100 feet rule, and concluded that the U.S. temperature record 
is unreliable, as most likely is the global temperature record.

Just how unreliable was investigated in several subsequent analyses of the station 
siting data. A group of climate scientists together with Anthony Watts found 
that poorly located sites overestimate trends in the minimum daily temperature, 
while – perhaps surprisingly – underestimating maximum temperature trends.46 
Although these two opposing effects cancel when calculating mean temperature 
trends over time, the bias in the mean temperature itself averages about 0.13o 
Celsius (0.23o Fahrenheit) upward.47

This implies that measured temperatures, at least in the U.S., need to be cor-
rected downward by approximately 0.13o Celsius (0.23o Fahrenheit).

An earlier analysis of the same station site data was made by another group 
of climate scientists, this time at the U.S. National Oceanic and Atmospheric 
Administration (NOAA). Their study claimed that no correction is necessary for 
poor station siting, because of adjustments routinely made to measured tempera-
tures to compensate for bias.48 That the study’s conclusion disagreed with the later 
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analysis should come as no surprise, since NOAA is the gatekeeper for the official 
U.S. temperature record – and an ally of the IPCC.

Evidence of the need for global temperatures to be pared down because of urban 
heat islands comes from a study by economist Ross McKitrick and climatolo-
gist Patrick Michaels, who investigated the pattern of warming over the Earth’s 
land surface compared to local economic conditions, which are a signature of 
the human presence. In an extensive statistical and economic analysis of global 
temperature data, they concluded that the probability that human activities such 
as industrialization and urbanization do not influence local temperature trends is 
less than 1 in 14 trillion.49 That’s an incredibly low number, and means that urban 
living unquestionably creates a net warming bias.

McKitrick and Michaels determined that recently measured global warming 
rates need to be reduced appreciably to cancel out the bias, sometimes referred 
to as data contamination by human activity, even though climate scientists sup-
posedly adjust warming rates for urbanization. When properly corrected for the 
urban heat island effect, the warming rate recorded on land since 1980 falls by 
about half globally.

The IPCC, however, in its ongoing quest to make all its data conform to the CO2 
global warming hypothesis (Table 1.2), essentially ignores this data contamina-
tion. There is of course irony here: on the one hand, the IPCC invokes human 
industrial activity to explain global warming but, on the other hand, rejects evi-
dence for the influence of man-made cities on the temperature!

Needless to say, the IPCC dismisses the McKitrick and Michaels study in its 
2007 Fourth Assessment Report.50 The IPCC maintains that the heat island 
urbanization adjustment is negligible and that there is hardly any bias in uncor-
rected temperature trends,51 quoting studies by other climatologists.

This led to McKitrick – who was an external reviewer for the report, and sub-
mitted extensive comments critical of the IPCC position – leveling charges of 
fabrication against the IPCC, which I’ll discuss later in the chapter.

Using McKitrick and Michaels’ result that the land surface warming rate since 
1980 should be sliced in half due to urban heating, the corresponding drop in 
the post-1980 global warming rate is about one fourth (25%), from approxi-
mately 0.17o Celsius (0.31o Fahrenheit) down to 0.13o Celsius (0.23o Fahrenheit) 
per decade.52 The correction to overall global warming is smaller than for land 
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regions alone, since the oceans are warming at a slower rate and show no heat 
island effect. Oceans cover 71% of the Earth’s surface.

A recent analysis of global temperature data that purports to show different 
results from what I’ve just discussed is the Berkeley Earth Surface Temperature 
(BEST) study. While the study finds that the magnitude of global warming on 
land is the same as previously estimated by the IPCC, it also claims that the effect 
of urban heating on land temperature data is almost insignificant, and that poor 
station siting in the U.S. doesn’t bias measured mean temperatures.53 The findings 
are based on analysis of a much larger database than that used for most climate 
studies.

However, these preliminary results of the Berkeley study are open to interpreta-
tion, and indeed there was a vigorous online debate about their significance when 
the results were first made public late in 2011.

The main criticism has been that the raw temperature data underpinning the 
BEST analysis is essentially the same as the data used for most other past analy-
ses, including the NOAA station siting analysis mentioned previously, as has 
been pointed out by Roger Pielke Sr.54 It’s therefore not surprising that the BEST 
study arrives at similar conclusions.

But controversy over whether the Berkeley results reproduce the well-known 
decline in global temperatures since 2001, a topic I’ll return to later in the book, 
has since been settled by a joint statement from two of the study coauthors, saying 
that the BEST analysis neither confirms nor denies recent slowing of global 
warming.55 The study website adds that large fluctuations in the average land tem-
perature from year to year make it difficult to extrapolate a short-term trend.56

Further evidence for bias in land temperatures comes from satellite data. Satel-
lites in orbit around the Earth can measure temperature accurately over both 
land and sea, with the exception of small regions near the North and South Poles, 
by means of microwaves. These measurements are also subject to bias, caused by 
satellite drift in orbit and other factors, but all these factors are well understood 
and can easily be corrected for.

Satellites sample global land temperatures uniformly, unlike Earth-based ther-
mometers and sensors that are weighted more toward developed, urban areas. 
Taking the heat island effect into account, the satellite data therefore shows less 
warming than the land and sea surface records relied on by the IPCC.
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This is no doubt why the IPCC has chosen not to include satellite temperature 
measurements in its estimate of the recent global warming rate, even though data 
is available from 1979 (Figure 2.1).

Figure 2.1: The Satellite Temperature Record
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In fact, the current global warming rate of 0.14o Celsius (0.25o Fahrenheit) per 
decade since 1981 from the satellite measurements58 is almost identical to the 
heat-island corrected warming rate since 1980, based on surface thermometers, 
deduced from the McKitrick and Michaels study.52 So either the satellite data are 
wrong, which no one – alarmists or skeptics alike – believes, or urban contamina-
tion causes bias in the surface data, bias that the IPCC ignores.

Unsurprisingly, the global warming rates reported by the IPCC and its alarmist 
accomplice NOAA are higher. According to the IPCC, the rate for the period 
since 1979 has been 0.17o Celsius (0.31o Fahrenheit) per decade,59 while NOAA 
says the warming rate has been 0.16o Celsius (0.29o Fahrenheit) per decade since 
1970, based on its surface thermometer data.60

There have been numerous instances of NOAA meddling with the surface 
temperature record, in areas of the globe ranging from the Arctic to Australia to 
the U.S. Not only does NOAA exaggerate the warming rate, but the exaggeration 
also grows bigger over time, as can be seen by looking carefully at Figure 2.2 
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that shows the difference between surface and satellite data constantly stretch-
ing – and this despite the fact that NOAA manages both the satellite and surface 
temperature programs.

Figure 2.2: How NOAA Stretches the Temperature
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A very recent reanalysis of the U.S. temperature record is a damning indict-
ment of NOAA procedures. Using a new WMO-approved methodology for rating 
weather station siting, a study led by meteorologist Anthony Watts has found that 
published U.S temperature trends from 1979 to 2008 are twice as high as they 
should be, due mostly to NOAA’s erroneous upward adjustments to the data.63  

NOAA, as we saw earlier, claims that their temperature adjustments obviate 
the need to correct for poor station siting. But the Watts study concludes that the 
corrected U.S. warming rate since 1979 ought to have been 0.16o Celsius (0.29o 
Fahrenheit) per decade for the best located stations, compared with the adjusted 
NOAA rate of 0.31o Celsius (0.56o Fahrenheit) per decade.64 Although the U.S. is 
only 2% of the world’s surface area, NOAA’s recent global warming rate – also 
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0.16o Celsius (0.29o Fahrenheit) per decade – is undoubtedly high as well, as I 
discussed above.

Because urbanization goes all the way back to the 19th century, although it 
has accelerated in recent years, it’s highly probable that both IPCC and NOAA 
overestimates of the global warming rate since 1979 apply to the whole period 
from 1850 as well.

What this means is that the IPCC’s estimated global temperature increase of 
0.8o Celsius (1.4o Fahrenheit) for the modern period is too high and should be 
trimmed by 25% – that is, by 0.2o Celsius (0.4o Fahrenheit) – down to 0.6o Celsius 
(1.1o Fahrenheit). The reduction called for is roughly consistent with the need 
to lower measured U.S. temperatures by about 0.13o Celsius (0.23o Fahrenheit), 
based on poor weather station siting, as I indicated before.   

But even if reported global land and sea temperatures are inflated by 0.1o Celsius 
(0.2o Fahrenheit) to 0.2o Celsius (0.4o Fahrenheit), is that such a big deal? An exag-
geration of this size in the global temperature uptick may not seem like much, but 
it’s enough to matter. The IPCC argument that natural variability alone cannot 
explain the observed rise in worldwide temperatures becomes a lot shakier if that 
rise has been overestimated by a few tenths of a degree, not to mention that the 
IPCC’s climate models then have much less validity.

Even at 0.1o to 0.2o Celsius (0.2o to 0.4o Fahrenheit), the exaggeration is, at the 
very least, poor science – poor science that has led the IPCC to make numerous 
unjustifiable predictions of disastrous consequences of global warming that await 
the Earth. Good science demands intellectual honesty, including correction of 
data for bias.

Disappearing Temperatures: The Hockey Stick
Much worse than a 0.1o to 0.2o Celsius (0.2o to 0.4o Fahrenheit) exaggeration in 

the modern temperature increase was the “hockey stick” scandal – an outrageous 
attempt by the IPCC to distort historical temperature data to suit its political 
agenda. The episode is well documented elsewhere but bears repeating here.

The scandal arose because of the IPCC’s need to validate its hypothesis about 
the connection between global warming and man-made CO2. We’ve seen how 
this hypothesis is based on similar upward trends in the modern temperature 
record and the CO2 level (Figure 1.1). If the hypothesis, and computer climate 
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models that depend on the hypothesis, are to hold up, then temperature and CO2 
should track one another historically and not just for the last 160 years.

The difficulty with this need is that, over the last 2,000 years, the temperature 
and CO2 level don’t track (Figure 2.3).  The temperature has fluctuated, both up 
and down, but there has been almost no change in the CO2 concentration until 
modern times – the CO2 steady level problem referred to in Table 1.2.

How was this historical data obtained?
Measurement of temperature using scientific thermometers goes back only to 

the early 18th century, and accurate determination of the CO2 level has been pos-
sible only for the last 55 years or so. Temperature and CO2 data for earlier periods 
come from so-called proxy methods, or indirect measurements using sources 
such as tree rings, ice cores, leaf fossils or boreholes.

Each of these proxy methods has its limitations. Although the most commonly 
used proxy for temperature is tree-ring data, some paleoclimatologists (clima-
tologists who study the past) believe that tree rings are unreliable indicators. This 
is because the widths of tree rings respond not only to temperature, but also to 
other factors such as moisture and CO2. However, the data in Figure 2.3 were not 
based on tree rings.

The distinctly noticeable warm spell seen around the year 1000 is known to 
historians as the Medieval Warm Period, a time when warmer than normal 
conditions were reported in many parts of the world. The cool period centered 
around the year 1650 has been labeled the Little Ice Age and is also reported in 
various historical records. But there is no sign at all of these warming and cooling 
periods in the CO2 data for the same timespan, which is based on ice-core proxies.

As I said, this mismatch is a problem for the IPCC’s view of climate change. For 
the CO2 hypothesis to be correct, the temperature and CO2 level must go hand in 
hand, for all periods of time including the last 2,000 years.

Oddly enough, the IPCC seemed unaware of this problem in its First Assess-
ment Report in 1990 that showed a temperature graph for the last 1,000 years, 
with both the Medieval Warm Period and the Little Ice Age not only included, 
but clearly labeled (Figure 2.4).

Yet the Third Assessment Report in 2001 told a radically different story. All of 
a sudden, the Medieval Warm Period and the Little Ice Age had disappeared! In 
their place was a fairly flat-looking graph (Figure 2.5) with few temperature ups 
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and downs until the beginning of the present climb around 1900 – a chart that 
now bore a remarkable resemblance to the modern CO2 record, looking like the 
shaft and blade of a hockey stick on its side.

Figure 2.3: The Last 2,000 Years of Temperature and CO2
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Hey presto! At a stroke, the IPCC solved its problem. The temperature record 
for the past 2,000 years indeed showed the same behavior as the CO2 level (and 
other greenhouse gases), and the IPCC could now proclaim that it was right about 

Figure 2.4: The IPCC’s View of History, 1990
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Figure 2.5:  The IPCC’s View of History, 2001 – The “Hockey Stick”
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global warming being human-induced. If the panel was rewriting history at the 
same time, so be it.

The hockey stick graph was largely the work of Michael Mann, an IPCC author 
then at the University of Massachusetts, who published two papers in 1998 and 
1999 reconstructing historical temperatures for the period from 1000 to 1980,  
based predominantly on tree-ring data. Intertwined with this pre-1980 proxy 
record was the 20th century thermometer record.67

Mann then conspired with his counterparts in the UK, who had produced 
similar but less wide-ranging graphs, to combine all the reconstructions into a 
convincing composite hockey stick for the IPCC’s 2001 report.68

 Never mind that tree rings are considered an inaccurate proxy for past tem-
peratures,70 nor that the 20th century thermometer record is exaggerated by the 
urban heat island effect, as I’ve just shown. The IPCC graph had an immediate 
visual and political impact. By doing away with the Medieval Warm Period and 
the Little Ice Age, the hockey stick not only vindicated what global warming 
alarmists had been saying, it also gave a boost to governments wavering on adop-
tion of the UN’s 1997 Kyoto Protocol, which limits emissions of CO2.

Yet this apparent triumph for the IPCC’s global warming model was about to 
come crashing down around its ears, with the subsequent revelation that – yes, 
you guessed it – the IPCC and the hockey stick “team” were guilty of egregious 
data manipulation, of bending scientific data for an ulterior motive.

Not well-known about the hockey stick is that the splicing together of tree-
ring and thermometer data was done simply because much of the tree-ring data 
indicates a temperature downturn after about 1960, contrary to thermometer 
readings. A reconstruction of historical temperatures up until the present using 
tree rings alone would  therefore not exhibit  the  characteristic  hockey  stick  
shape,  since  the upturned blade of the stick comes primarily from the modern 
thermometer data depicted in Figure 1.1.

To produce a hockey stick and get the alarmist message across, Mann and the 
IPCC deceptively retained the earlier tree-ring data but ignored the recent tem-
perature downtrend in later data, substituting thermometer readings instead.71

Nonetheless, they did keep a tiny subset of tree-ring data that bucks the post-
1960 trend – ring widths from North American bristlecone pines, even though 
these are widely doubted to be dependable temperature proxies because of an 
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unexplained 20th century growth spurt. It was highly convenient, of course, that 
the bristlecone growth surge happened to reinforce the IPCC claim in the 1990s 
that global warming was accelerating. That claim has turned out to be false.   

But even though the mercury was rising in the late 1900s, playing fast and loose 
with the data isn’t acceptable science, as I said at the beginning of the chapter. 
Either you use all the tree-ring data, or none at all.

The Mann studies and the hockey stick were initially debunked in 2003 by 
Canadian statistician Stephen McIntyre and economist Ross McKitrick (coau-
thor of the urban heat island studies discussed earlier), who found that, apart 
from preferential data selection, Mann’s conclusions were based on faulty statisti-
cal analysis.72 In fact, McIntyre and McKitrick showed that they could almost 
always produce a hockey stick, even from completely meaningless random data. 
In their words,

The particular “hockey stick” shape derived in the Mann 
proxy construction ... is primarily an artefact of poor data 
handling, obsolete data and incorrect calculation of princi-
pal components.73

The authors added that Mann’s studies were overly dependent on the tree-ring 
data from bristlecone pines. Omission of the bristlecone pine data, representing 
just one of over 100 data sets included in the original analysis, reinstates medieval 
warming and gives the lie to the IPCC’s assertion that our present warm trend is 
exceptional compared to preceding centuries.

In 2006, some five years after the publication of the IPCC’s report featuring 
the hockey stick, a team of statisticians appointed by the U.S. House Committee 
on Energy and Commerce found Mann’s statistical analysis to be “somewhat 
obscure and incomplete”, and the criticisms by McIntyre and McKitrick to be 
“valid and compelling”.74 The team also accused the IPCC of politicizing Mann’s 
work.

At almost the same time, the U.S. House Committee on Science, which had 
been charged by the National Research Council (NRC) of the National Academy 
of Science to report on temperature data for the last 2,000 years, came to similar 
conclusions. The NRC report states:

Large-scale surface temperature reconstructions yield a 
generally consistent picture of temperature trends during 
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the preceding millennium, including relatively warm con-
ditions centered around A.D. 1000 (identified by some as 
the “Medieval Warm Period”) and a relatively cold period 
(or “Little Ice Age”) centered around 1700. The existence 
and extent of a Little Ice Age from roughly 1500 to 1850 is 
supported by a wide variety of evidence including ice cores, 
tree rings, borehole temperatures, glacier length records, 
and historical documents. Evidence for regional warmth 
during medieval times can be found in a diverse but more 
limited set of records including ice cores, tree rings, marine 
sediments, and historical sources ...75

Despite this widespread denouncement of his work, Mann – who is a paleocli-
matologist but not a statistician – has continued to argue for the legitimacy of the 
hockey stick graph. At one stage, he defended the absence of the Medieval Warm 
Period and the Little Ice Age from his temperature reconstruction by saying that 
these were local rather than global phenomena, and restricted to small regions 
of the Northern Hemisphere. The difficulty with this explanation is that there is 
ample historical evidence from around the world, including the Southern Hemi-
sphere, of the existence of both climate periods.76

In 2008, Mann’s group published a new study reconstructing temperatures 
back to the year 700,77 based on a larger number of alternative proxies that weren’t 
tree rings than they had used in their earlier work.

In an apparent concession to critics, Mann (now at Pennsylvania State Univer-
sity) this time acknowledged the occurrence of medieval warming, although he 
still insisted that it didn’t come close in magnitude to our modern global warm 
spell. Mann even claimed in an interview that, far from being bent as the new 
reconstruction clearly shows, “the hockey stick is alive and well”.78

But hockey stick debunkers McIntyre and McKitrick were unsatisfied, finding 
that the new Mann study contained further statistical flaws, and that the group 
had failed to follow all the suggestions made by the NRC in its 2006 report.79

In an effort to rehabilitate the hockey stick, one of Mann’s UK colleagues pub-
lished another study in 2008, utilizing Russian tree-ring data that appeared to 
show temperatures rising recently,80 just like thermometer data.  Unfortunately, 
that study too turned out to be flawed, relying heavily on a single freak tree (in 
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Yamal, Siberia) that doesn’t follow the downward trend of most tree-ring tem-
peratures since 1960. This further attempt at deceit prompted McIntyre – who 
has become a self-appointed auditor of climate change claims – to call the lone 
tree “the most influential tree in the world”.81

In contrast, a very recent Chinese study of tree rings over the last 2,485 years 
shows the occurrence of both the Medieval Warm Period and the Little Ice Age 
on the Tibetan Plateau, along with several earlier warm periods.82 The study is 
part of a major Chinese research project to better understand millennium-scale 
climate change.

What the IPCC will make of Mann’s recent work remains to be seen. Its 2007 
Fourth Assessment Report grudgingly conceded that the hockey stick graph in 
the 2001 report was controversial, and that a more careful reconstruction of the 
temperature record does indeed show medieval warmth and chillier conditions 
during the Little Ice Age.83 But an article published in 2005 by a University of 
Oklahoma geoscientist, David Deming,84 leaves no doubt that in 2001, the IPCC 
was exploiting the hockey stick for its own ends.

Deming had established credibility with alarmists in the climate science com-
munity with an earlier paper, in which his analysis of borehole temperature 
data appeared to bolster the IPCC’s CO2 theory of climate change, although he 
concluded that natural variability could not be ruled out as a cause of warming 
either. The research was enough, nevertheless, to gain Deming admission to the 
alarmist club:

With the publication of the article in Science ... They thought 
I was one of them, someone who would pervert science in 
the service of social and political causes.  So one of them 
let his guard down.  A major person working in the area of 
climate change and global warming sent me an astonishing 
email that said “We have to get rid of the Medieval Warm 
Period.”85

As we’ve seen, elimination of the Medieval Warm Period and the Little Ice Age 
was essential if the IPCC was to match up the temperature record and the CO2 
level over the last 2,000 years (Figure 2.3), and thus substantiate its hypothesis 
that global warming stems from human activity. So Mann’s hockey stick curve, 
erroneous and deceptive as it is, must have seemed like a gift from God.
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TABLE 2.1:  BAD IPCC SCIENCE – DATA mANIPULATIoN

The IPCC take on climate data

•	 Global	warming	is	about	0.8o	Celsius	(1.4o fahrenheit) since 1850.

•	 	The	warming	rate	since	1979	has	been	0.17o	Celsius	(0.31o fahrenheit) 
per decade, higher than ever before.

•	 	Temperature	and	the	CO2 level in the atmosphere have always gone 
hand in hand, for all periods of time – past as well as present. This is 
required by the Co2 hypothesis.

WHAT’S WRONG WITH THIS DATA? 

1.  Global warming is exaggerated by 0.1o to 0.2o Celsius 
(0.2o to 0.4o fahrenheit), because the IPCC has ignored 
a warming bias caused by artificially high temperatures 
measured in urban areas.  The bias is consistent with 
satellite data showing lower warming.

2.  Both the IPCC and NoAA have inflated the recent warming 
rate.

3.  NoAA boosts global warming by stretching the surface 
temperature record, which is steadily diverging from the 
temperature measured by NoAA satellites.  

4.  GISS magnifies global warming by contracting past tem-
peratures, rewriting the U.S. surface temperature record.

5.  To match temperature to the Co2 level over the last 2,000 
years, the IPCC rewrote history by eliminating the well-
established medieval Warm Period and the Little Ice Age, 
creating the erroneous hockey stick graph.
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Luckily for science, the world woke up to this particular case of IPCC corrup-
tion and the hockey stick – which I’ll revisit later in the chapter – is now largely 
discredited.

Disappearing Temperatures: GISS Rewrites the Past
Now you see it, now you don’t.
I’ve already discussed how far the IPCC and climate alarmists will go to keep 

alive their myth that man-made CO2 causes climate change. But the dishon-
esty goes beyond inflating temperature measurements and being deceitful with 
tree-ring data. In a blatant extension of the hockey stick saga, one of the major 
custodians of temperature data has begun tampering with the U.S. temperature 
record – and it looks like one of the others is following suit with global tempera-
tures.

There are three principal guardians of the world’s temperature data, whose 
duties include analyzing the raw temperature data gathered from global weather 
stations. The three are NOAA and the NASA Goddard Institute for Space Science 
(GISS) in the U.S., and the UK collaboration between the Climatic Research Unit 
at the University of East Anglia and the Met Office’s Hadley Centre (HadCRU).

The three organizations use different analytic approaches, and different subsets 
of the available temperature data, though there’s a lot of overlap so the three 
analyses are not completely independent. Nevertheless, the analyses play a key 
role in estimating how much global warming the planet has undergone.

We’ve previously seen how NOAA boosts present-day global temperatures 
(Figure 2.2), in order to exaggerate the magnitude of global warming. GISS spe-
cializes in doing the same thing, mostly with past U.S. temperatures but in the 
reverse direction. That is, GISS deliberately tamps down old temperature read-
ings so as to make the past seem cooler than it really was.

Figure 2.6 reveals GISS at work on both fronts. In the period between 1999 
and 2011, GISS not only meddled with U.S. temperatures from the 1930s – in 
particular, diminishing the record heat of 1934 – but also bumped up the read-
ings from 1980 onwards.
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Figure 2.6:  How GISS Hikes Up Warming
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in 1999 (left)86 and revised in 2011 (right).87

The net effect, of course, is to make global warming in the U.S. appear more 
severe than it actually is. And while the original data showed 1934 to be 0.6o 

Celsius (1.1o Fahrenheit) hotter than 1998, which was another hot year, the revised 
version has 1998 warmer by about 0.1o Celsius (0.2o Fahrenheit)!88 In reality, most 
record high temperatures were set long ago (Table 2.2).

Table 2 .2:  Worldwide Record High Temperatures89

Continent All-time high Place Date
Africa 136oF El Azizia, Libya September 13, 1922

North America 134oF Death Valley, California July 10, 1913

Asia 129oF Tirat Tsvi, Israel June 21, 1942

Australia              128oF Cloncurry, Queensland January 16, 1889

Europe                122oF Seville, Spain August 4, 1881

South America        120oF Rivadavia, Argentina December 11, 1905

Oceania90              108oF Tuguegarao, Philippines April 29, 1912 

Antarctica            59oF Vanda Station, Scott Coast January 5, 1974 

GISS maintains that its recent revision of U.S. temperatures came only from 
changes to the raw temperature data made by NOAA, which in 2009 adopted a 
new method for correcting measured temperatures for bias, supposedly to reduce 
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uncertainty in any climate trends deduced from the data.91 But it’s hard to believe 
that GISS and NOAA are acting in good faith, when every correction results in a 
steeper temperature increase from global warming, never a gentler one.

Even the UK’s HadCRU collaboration, which previously had the reputation for 
producing the most reliable temperature record (Figure 1.1) of the three organiza-
tions, has now started to play the same game. According to a 2012 report from 
the CRU, 2010 – and no longer 1998 – was the hottest year on record globally, 
allegedly based on a recent analysis of land temperatures that includes new data 
from weather stations in the Arctic.92

I’ve now looked at three separate examples of how the IPCC and its allies have 
abandoned any pretense of playing by the scientific rules in arriving at their posi-
tion that humans have caused global warming – by ignoring bias in the modern 
temperature record, misrepresenting the historical temperature record, and doc-
toring temperatures over the last century. If submitted as part of a science thesis 
by a PhD student in a reputable institution, any one of these efforts alone would 
be enough to fail the student.

But there’s more. We’ll see in the next section that the IPCC and climate change 
alarmists not only thumb their noses at accepted procedures for handling scien-
tific data, but they also stoop to shady and corrupt practices in presenting and 
publishing that data.

CORRUPTION AND FRAUD
Biased from the beginning toward its belief in man-made global warming, the 

IPCC – along with CO2 warmists in the scientific establishment and the media 
– has spared no effort in attempting to suppress contrary scientific evidence and 
to stifle the views of critics. This line of attack has extended to brazen dishonesty 
as we’ve just seen, and even to making fraudulent claims.

Suppressing Evidence: Climategate
A slew of scandalous revelations, many intimately connected to the infamous 

hockey stick curve, recently came to light when thousands of embarrassing 
emails from the Climatic Research Unit (CRU) at the UK’s University of East 
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Anglia were leaked onto the Internet – first in November 2009, then again late 
in 2011. It’s not known to this day whether the incidents, known as Climategate, 
were the work of an outside hacker or an inside whistle-blower at the CRU.

But the private emails between several of the world’s top climate scientists, both 
at the CRU and in the U.S., reveal numerous instances of the Climategate perpe-
trators conspiring to suppress evidence, simply to buttress the faulty hypothesis 
that climate change comes from human activity.

The misdeeds include extensive data manipulation; subterfuge to keep tem-
perature data and computer codes from being released to outside researchers who 
wanted to perform independent analyses; destruction of records; and interfer-
ence with the peer review process to prevent contrary scientific papers from being 
published. All in the name of the CO2 theory of global warming and its assertion 
that temperatures today are the highest in more than 1,000 years.

I’ll return to the issue of peer review later. Here we’ll take a look at just three of 
the many scientific transgressions committed by the Climategate gang.

Towering over all the revelations is the shameful effort to “hide the decline” in 
recent global temperatures derived from tree-ring data – an effort that was part 
of the deceptive reconstruction of historical temperatures involved in creation of 
the now discredited hockey stick.

The machinations began in September 1999 with the meeting of IPCC lead 
authors to discuss the first draft of the Third Assessment Report. Shortly after this 
meeting, in an email to his UK colleagues, hockey stick architect Mann expressed 
concern about the downturn in temperatures shown by nearly all the tree-ring 
data after 1960, which didn’t fit with the upsweep of the hockey stick:

The key thing is making sure the series are vertically aligned 
in a reasonable way.  I had been using the entire 20th century, 
but in the case of Keith [Briffa]’s, we need to align the first 
half of the 20th century with the corresponding mean values 
of the other series, due to the late 20th century decline.93

Here Mann is talking about the composite temperature reconstruction that 
was to appear in the IPCC report, based on both the hockey stick and similar 
reconstructions by his UK associates. His concern over the visibility of the decline 
in tree-ring temperatures got the others’ attention. Only two months later, CRU 
chief Phil Jones announced to the group:
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I’ve just completed Mike [Mann]’s Nature trick 
of adding in the real temps to each series for the 
last 20 years (ie from 1981 onwards) and from 
1961 for Keith [Briffa]’s to hide the decline.94

In no uncertain terms, this email exposes the deliberate deceit behind the 
hockey stick. The “trick” that Jones refers to – and seems proud of – was originally 
employed by Mann in his 1998 paper in the journal Nature, in which thermom-
eter measurements were substituted for the bulk of the post-1980 tree-ring data, 
but the earlier tree-ring data was retained.67 Although normal scientific practice 
would have been to draw attention to this procedure in the paper and to justify 
it, Mann chose to hide the deception by saying nothing.

The silence about hiding the decline continued in the IPCC Third Assessment 
Report in 2001, just as Jones’ email had foreshadowed. And even in the Fourth 
Assessment Report in 2007, suppression of the post-1960 data71 is only mentioned 
in passing, as part of a general discussion on the limitations of tree rings as a 
proxy.83

The incompatibility of the Medieval Warm Period with the hockey stick 
concept has been an ongoing thorn in the IPCC’s side. This is evident in a 2003 
email from Mann, in which he wrote:

I think that trying to adopt a timeframe of 2K [2000 years], 
rather than the usual 1K [1000 years], addresses a good 
earlier point that Peck [Jonathan Overpeck] made with 
regard to the memo, that it would be nice to try to “contain” 
the putative MWP [Medieval Warm Period], even if we don’t 
yet have a hemispheric mean reconstruction available that 
far back.95

Use of the word “putative” signifies that the Climategate gang was intent on 
minimizing the Medieval Warm Period, even when there wasn’t enough data to 
back up their craftiness. Climate scientist and IPCC lead author Jonathan Over-
peck, who is quoted here, is rumored to be the source of the email mentioned 
earlier in the chapter on completely eliminating the Medieval Warm Period from 
the historical record.

You don’t need to be a scientist to know that the data manipulation described in 
these emails is shamelessly dishonest. Although the hockey stick was eventually 
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debunked, it is only the Climategate emails that have uncovered the true extent 
of the fraud involved.

A second major transgression concerns the important scientific issue of repro-
ducibility. The scientific method requires that all observations and results of 
analyses be repeatable by others – a safety measure to guard against bias. Because 
so much of the hockey stick saga seemed questionable, McIntyre and several 
other skeptics decided to ask for copies of the proxy data and computer codes 
used by Mann and his collaborators, so they could perform independent analyses 
of the same data and thus verify or invalidate the conclusions.

While requests of this type are welcomed in most scientific circles, the Climat-
egate conspirators put up a near impenetrable wall of resistance. Mann’s group 
blocked the move at every turn, making it much more difficult than it should 
have been for McIntyre and McKitrick, who originally debunked the hockey stick 
graph in 2003, to obtain all the detailed information they sought on the hockey 
stick calculations.

Annoyed by McIntyre’s persistence, Mann responded to a 2004 email from 
Jones by stating:

I have no idea what he [McIntyre]’s up to, but you can be sure 
it falls into the “no good” category. … I would not give them 
anything.  I would not respond or even acknowledge receipt 
of their emails.  There is no reason to give them any data, in 
my opinion, and I think we do so at our own peril!96

Mann evidently felt they had something to hide, other than the decline.
Concerted efforts by climate change alarmists to discredit McIntyre altogether, 

such as trying to link him to the fossil fuel industry, a favorite alarmist tactic, 
failed. Instead, a resolute McIntyre explored how to obtain what he still needed 
through the U.S. Freedom of Information Act (FOIA), a tool frequently used by 
investigative reporters. This move greatly rattled Jones in the UK, who wrote to 
Mann in February 2005, saying:

The two MMs [McIntyre and McKitrick] have been after 
the CRU station data for years.  If they ever hear there is 
a Freedom of Information Act now in the UK, I think I’ll 
delete the file rather than send to anyone. … We also have a 
data protection act, which I will hide behind.97
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And, just three weeks later, to three others:
I’m getting hassled by a couple of people to release the CRU 
station temperature data.  Don’t any of you three tell anybody 
that the UK has a Freedom of Information Act !98

So not only were the Climategate gang scheming to suppress data, but they 
also felt above the law in concealing their wrongdoing. Despite the CRU being a 
publicly funded institution and therefore legally obliged to retain records of its 
work and to make them available for scrutiny, Jones had no qualms about delet-
ing a computer file or doing anything else necessary to prevent CRU records from 
being released. And this is far from being the only example, either in the UK or 
the U.S., of files or emails being deleted to prevent their public disclosure.

Above all, the Climategate perpetrators were intent on keeping as much as 
possible of the hockey stick data and computer codes out of McIntyre and McK-
itrick’s hands. In the end, however, the law prevailed and the hockey stick team 
was forced to hand over the remaining pieces of data and code.

But, no doubt wondering what additional errors McIntyre and McKitrick 
would discover in the team’s tree-ring analysis, a recalcitrant Mann complained 
in 2006 that he didn’t see “why you should make any concessions for this moron 
[McIntyre]”.99 McIntyre had just accused other hockey team members of “juve-
nile behavior” in obstructing his FOIA requests. As I discussed before, McIntyre 
and McKitrick did indeed go on to unearth flaws in a further Mann study.77, 79

Alarmist apologists have attempted to defend the work of the hockey stick 
team. However, the science itself aside, secrecy and unwillingness to share data 
– in both of which the central figures in Climategate excelled – have no place in 
proper scientific methodology.

A third instance of suppression of evidence that the Climategate emails made 
public involves allegations of fraud, in connection with the urban heat island 
effect. The allegations were made from 2007 to 2009 against climate scientist Wei-
Chyung Wang, who is a professor at the State University of New York at Albany, 
by former UK financial analyst Douglas Keenan.100

The alleged fraud concerns two 1990 research papers coauthored by Wang, in 
which a comparison was made between temperatures gathered at both urban and 
rural weather stations in China over the years 1954 to 1983.101, 102 The lead author 
on the second paper was none other than the CRU’s Jones.
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Keenan accused Wang of fabricating more than half the station histories – that 
is, making up the raw temperature data – as well as lying about changes in station 
location. A statement in both research papers that there were few station moves, 
which affect temperature measurements, was shown by Keenan to be false, since 
many of the stations moved multiple times during the 30 years of the study. One 
station had five different locations from 1954 to 1983, some of the locations being 
as much as 41 kilometers (25 miles) apart.103

By Keenan’s estimate, the station moves could have affected the measured 
Chinese temperatures that were used in the two studies by as much as 0.4o Celsius 
(0.7o Fahrenheit),100 which is a substantial portion of the average temperature 
increase worldwide from global warming during the study period.

The paper with Jones as lead author concluded, partly from the allegedly fab-
ricated data, that urbanization in China has no significant effect on measured 
temperatures.102 This particular study is highly important, as it was cited by the 
IPCC in its 2007 report as evidence that the urban heat island effect is negli-
gible,104 along with its own fabricated evidence to be discussed in the next section.

The Climategate emails strongly hint that Jones was complicit in covering up 
the fraud. Perhaps the most telling sign that he was more than just an innocent 
coauthor of Wang was a 2010 article about the case in the UK’s The Guardian – a 
newspaper known more for attacking climate change skeptics such as Keenan 
than defending them.105 

In an internal CRU email sent in February 2007, responding to yet another 
FOIA request from climate auditor McIntyre, asking for the original Chinese 
data, Jones wrote, “I don’t really see this as an FOI request. I am really loath to 
send them the data even if I could find it.”106 Jones had told McIntyre previously 
that supplying the data would be “too burdensome”. In March 2007, Keenan 
requested the same Chinese data.

The requests prompted hockey stick creator Mann to weigh in shortly after-
wards, advising Jones that:

This is all too predictable.  This crowd of charlatans is always 
looking for one thing they can harp on … The last thing you 
want to do is help them by feeding the fire. Best thing is to 
ignore them completely.107
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The Climategate gang was up to its old tricks again, although the obstruction 
was once more in vain. After Wang agreed to supply the questionable station 
data, Jones felt obliged to pass it on to Keenan and McIntyre. But Jones and his 
colleagues were taken aback when Keenan then made his fraud allegations, which 
are still unresolved.

However, Jones recently reversed himself. In a new study of Chinese tem-
peratures, he reported not only that a strong urban warming effect does indeed 
exist in China, but also that urban warming caused the China-wide temperature 
rise between 1951 and 2004 to be overstated by a whopping two thirds.108 In an 
obvious attempt to distance himself from the fraud charges, Jones did not include 
Wang among his coauthors on the new study.

These three examples of corruption exposed by Climategate are just the tip of 
the iceberg. Many more can be found in the voluminous emails, which have been 
dissected in numerous blogs and books. The obstructive behavior has been called 
“climate tribalism” by Judith Curry, a leading climatologist who is chair of the 
School of Earth and Atmospheric Sciences at the Georgia Institute of Technology, 
and one of the few voices of reason among nonskeptics.109

Because of the public outcry over Climategate, there have been several official 
investigations into the scientific misconduct exposed by the emails. The official 
inquiries were conducted in the UK (three separate investigations of the CRU), 
the U.S. (of Michael Mann), and the Netherlands (of the IPCC).

But just as we might expect, a majority on the investigating panels consisted of 
either scientists who were advocates of the man-made global warming theory or, 
in the case of Mann, Pennsylvania State University personnel – who were more 
interested in protecting Mann for his research funding prowess than in looking 
into the charges against him. None of the panels interviewed any critics of the 
Climategate offenders.

So it was no surprise, at least to climate change skeptics, when the official 
investigations almost completely whitewashed the fraudulent and obstructive 
behavior being investigated. Even a columnist normally supportive of the alarm-
ist view found the reports “At best … mealy-mouthed apologies; at worst … 
patently incompetent and even wilfully wrong.”110
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The only concession made to critics was by one of the UK reviews that chastised 
the CRU and the University of East Anglia for showing “a consistent pattern of 
failing to display the proper degree of openness”.111

Cooking up Evidence
Beyond the deception, obstruction and cover-ups revealed by the Climategate 

emails is yet another example of fraud by the IPCC – this time involving the 
creation of fictional evidence to prop up a fallacious argument about urban heat 
islands.

As discussed earlier in this chapter, the IPCC’s 2007 report minimizes the influ-
ence of urbanization on recorded temperature data. Imagine its astonishment, 
then, when upstarts McKitrick and Michaels published their detailed statistical 
study showing that the urban heat island effect accounts for just over a half of the 
measured temperature increase on land due to global warming.51, 112

Perhaps in the hope of silencing any public comment by McKitrick, the IPCC 
had made him an external reviewer for that part of the report. Their efforts back-
fired, however, as McKitrick not only submitted extensive comments in support 
of the conclusions he and Michaels had reached, but also struck back openly at 
the IPCC when those comments were passed over.113

In explaining why he accepted the IPCC’s invitation to serve as a reviewer, 
McKitrick says:

Contamination of surface climate data is a potentially 
serious problem for the IPCC. Conclusions about the 
amount of global warming, and the role of greenhouse gases, 
are based on the assumption that the adjustment models 
work perfectly ... the core message of the IPCC hinges on 
the assumption that their main surface climate data set is 
uncontaminated.  And by the time they began writing the 
recent Fourth Assessment Report, they had before them a 
set of papers proving the data are contaminated.114

The IPCC report dismisses the McKitrick and Michaels study with the false 
statement that most global temperature measurements have already been 
adequately adjusted for urbanization, and that only a very small additional cor-
rection is necessary. McKitrick wrote a lengthy criticism of this opinion, backed 
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up by strong evidence to the contrary from the study, during the writing of the 
IPCC report.

What happened next is astounding, but typical of how the IPCC operates. Con-
fronted with published evidence from one of their own reviewers that the heat 
island effect contaminates global temperatures, they trivialized the evidence with 
the conjecture that urban warming can be chalked up to entirely natural causes. 
In publicly available comments on the report’s second draft, the IPCC authors 
state that the urban heat island effect is insignificant and that any urban warming 
comes from “...strengthening of the Arctic Oscillation and the greater sensitivity 
of land than ocean to greenhouse forcing owing to the smaller thermal capacity 
of land.”115

This preposterous claim is complete nonsense. The Arctic Oscillation is a wind 
circulation pattern that affects long-term weather trends in the Arctic, but has 
absolutely nothing to do with the heat island effect from urban areas. And the 
comparison of land to ocean is irrelevant since McKitrick and Michaels only 
studied temperatures over land.

But the IPCC didn’t stop there. Referring to the strong connection that McKit-
rick and Michaels found between temperatures and local economic activity, the 
final version of the report declares:

However, the locations of greatest socioeconomic devel-
opment are also those that have been most warmed by 
atmospheric circulation changes (Sections 3.2.2.7 and 3.6.4), 
which exhibit large-scale coherence. Hence, the correlation 
of warming with industrial and socioeconomic develop-
ment ceases to be statistically significant.50

Here the IPCC acknowledges the correlation between warming trends and 
socioeconomic development, meaning industrialization and urbanization, but 
dismisses the correlation as a mere coincidence due to unspecified “atmospheric 
circulation changes”. This is more of the Arctic Oscillation gobbledygook that the 
IPCC authors invoked earlier in the report writing process, since the two cited 
sections of the report say nothing at all about industrial or urban development.

However, the most outrageous comment is the second sentence in the excerpt 
above, maintaining that McKitrick and Michaels’ evidence for a definite correla-
tion between elevated temperatures and urbanization is statistically insignificant. 
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McKitrick has since demonstrated in a further study, which specifically includes 
four major atmospheric circulatory (wind) patterns, that exactly the opposite is 
true – that is, the correlation is indeed statistically significant, and measured 
temperatures are strongly tied to urbanization.116

The IPCC’s claim to the contrary is a flagrant abuse of science and scientific 
methodology. Not only did the UN panel reject perfectly sound scientific evi-
dence in McKitrick and Michaels’ previous studies, but they did so on the basis 
of nonexistent counterevidence from wind patterns. In McKitrick’s words, this 
amounts to “making stuff up” and constitutes a “plain fabrication” by the IPCC.113

Peer Review as a Weapon
One of the favorite tactics of global warming alarmists is to wield the time-

honored tradition of peer review in scientific publishing as a weapon against 
skeptics. While this may be less outrageous behavior than some of the other 
abuses I’ve just described, it’s still corrupt.

The tactic takes several forms. In a common line of attack, alarmist climate 
scientists band together to write negative reviews of a skeptical research paper 
submitted to a scientific journal, often purely on the grounds that the paper con-
tradicts the status quo, which is dominated by the man-made CO2 hypothesis, 
and therefore couldn’t possibly be worthy of publication.

Alternatively, when there’s little to criticize in the manuscript, alarmist review-
ers pressure the journal editor to throw it out because it’s not written by a member 
of the alarmist club. If the editor doesn’t comply, and continues to accept papers 
from skeptics, the alarmists move to have the editor ousted.

The Climategate emails provide ample insights into both these strategies. As 
a result of the clamor over the hockey stick, paleoclimatologists – the tree-ring 
folk – went to great lengths in trying to keep contrary papers from seeing the 
light of day. Many skeptical climate scientists have experienced lengthy delays in 
publication of their manuscripts, or have had to submit them to obscure journals, 
because normal publication was thwarted by alarmists.

At the very least, the Climategate gang wanted to exclude skeptics from IPCC 
reports. Jones confided to Mann in 2004:
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I can’t see either of these papers being in the next IPCC report.  
Kevin [Trenberth] and I will keep them out somehow – even 
if we have to redefine what the peer-review literature is !117

Alarmists have been successful in orchestrating the removal of “offending” 
journal editors who dare to accept skeptical papers. In a 2003 email to a large 
group of paleoclimatologists and others, climate scientist Tom Wigley discussed 
a paper he didn’t like that had been published in 2002 by skeptical climatolo-
gist Michaels in the journal Climate Research. Wigley and another reviewer had 
written negative reviews of the manuscript and had recommended rejection, but 
the paper appeared in print because three other reviewers gave it the thumbs-up. 
Piqued, Wigley wrote:

I suspect that de Freitas [a Climate Research editor] deliber-
ately chose other referees who are members of the skeptics 
camp.  I also suspect that he has done this on other occasions.  
How to deal with this is unclear, since there are a number of 
individuals with bona fide scientific creden-
tials who could be used by an unscrupulous editor 
to ensure that ‘anti-greenhouse’ science can get 
through the peer review process.118

Clearly, Wigley thought – like many other alarmists – that any papers question-
ing the CO2 explanation of global warming should never be published, regardless 
of their scientific merits.

Chris de Freitas stayed on as an editor at Climate Research, in spite of an ad 
hominem campaign by the Climategate gang to have him both removed from 
his editorial position and even fired from his university job.119, 120 Nevertheless, 
the Climategate conspirators made so much noise about another skeptical paper 
published in the journal in 2003 that not only was its editor-in-chief forced to 
resign, but four other editors also left.121 Among other claims, the paper in ques-
tion maintained that the Medieval Warm Period was warmer than today.

Intimidation of editors worked again at a different publication two years later, 
by which time the frustration level among paleoclimatologists had risen further. 
Shocked that the mainstream scientific journal Geophysical Research Letters 
(GRL), which publishes a large number of alarmist papers on climate change, had 
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just given the green light to one of McIntyre and McKitrick’s studies debunking 
the hockey stick,72 Wigley emailed his colleagues in 2005, saying:

This is truly awful.  GRL has gone downhill rapidly in 
recent years. … If you think that Saiers [GRL editor] is in 
the greenhouse skeptics camp, then, if we can find docu-
mentary evidence of this, we could go through official AGU 
[American Geophysical Union] channels to get him ousted.  
Even this would be difficult.122

Despite Wigley’s reservations, the editorship of GRL did indeed change hands 
later that year. If they couldn’t convince everyone that the hockey stick was real, 
the hockey team could at least control the world of climate science publishing.

Yet another editorial resignation over peer review occurred as recently as 2011, 
at the relatively new journal Remote Sensing. In this case, the journal had pub-
lished a controversial paper on climate sensitivity (see Chapter 4) by well-known 
skeptical climatologist Roy Spencer and a coauthor, who used satellite measure-
ments to challenge the reliability of computer climate models.123

Because computer models are at the heart of climate change hysteria, alarmists 
rose up en masse and complained, both to the journal and in public, about the 
perceived failure of peer review in allowing a skeptical paper to penetrate alarm-
ist early warning defenses.124 Within a month, Remote Sensing editor Wolfgang 
Wagner stepped down in order to appease his critics.

But Wagner’s disingenuous resignation editorial, which has been described 
as “eerily reminiscent of past recantations by political and religious heretics”,120 
makes it clear it was skeptics, and not the peer review process itself, that were the 
actual alarmist target:

Therefore, from a purely formal point of view, there were 
no errors with the review process. But, as the case presents 
itself now, the editorial team unintentionally selected three 
reviewers who probably share some climate sceptic notions 
of the authors.125

Just keep the skeptics out of the scientific literature and the CO2 theory can 
reign supreme.
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IPCC Dirty Tricks
The IPCC as an organization is no less corrupt than the Climategate offenders. 

And nowhere is corruption in the IPCC more visible than in the review process 
by which the conclusions of its climate scientists become part of the panel’s pub-
lished reports – reports that constitute the bible of climate change alarmists.

But just as bias toward human-induced global warming is built into the IPCC’s 
original mandate, politicization and corruption of the report review process are, 
amazingly enough, inherent in the panel’s working principles. These principles 
state:

Changes (other than grammatical or minor editorial 
changes) made after acceptance by the Working Group or 
the Panel shall be those necessary to ensure consistency with 
the Summary for Policymakers or the Overview Chapter.126

In other words, the science should be modified if needed to conform to the 
Summary and Overview, which get written first! That’s like asking a jury to 
rubber stamp a verdict that the judge has already decided on. In the financial 
world, it’s called cooking the books.

A disturbing example of corruption in the IPCC reviewing process occurred 
during preparation of the Second Assessment Report back in 1995, when the 
IPCC was trying very hard to establish the concept of a “discernible human influ-
ence” on climate. This has been described in detail elsewhere, so I’ll only dwell 
on it briefly here.

In order to link global warming with man-made CO2 and identify a climate 
change signal, the IPCC attempts to apply a technique called “fingerprinting”, 
whereby geographic and temporal patterns of higher temperatures are matched 
to the predictions of computer climate models.

But the 1995 IPCC claim to have successfully identified a human fingerprint 
on global climate was demonstrably false, because it was based on selective use 
of temperature data. When all the data were examined as a whole, the case for a 
human CO2 signature in our climate was found to be very weak.

That caused a considerable ruckus at the report review stage. In a rare display of 
honesty by the IPCC, the draft of the report disputed the success of fingerprinting 
and actually questioned the evidence for any human effect on climate. The draft 
included as many as 15 statements reflecting these views.
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In the final version, all the statements had gone, being replaced by quite differ-
ent language implicating greenhouse gases such as CO2 in global warming, and 
claiming that, for the first time, evidence now existed for a human influence on 
climate.127 This claim was a sea change in the public declarations of the IPCC, 
which up to then had made only tentative declarations about human-induced 
climate change, and played a major role in subsequently shifting public opinion 
toward the alarmist viewpoint.

But the drastic changes from the draft version of the report had all been made 
surreptitiously, by a small group of about six authors for that particular chapter, 
including lead author Ben Santer – without the other authors or any reviewers 
even being consulted. The alarmists had won their first battle against the skeptics, 
inside the IPCC itself.

Frederick Seitz, an eminent physicist and past president of both the National 
Academy of Sciences and the American Physical Society, wrote at the time that he 
had never witnessed “a more disturbing corruption of the peer-review process” 
than the events that led to the IPCC report, and accused the IPCC of tampering 
with science for political purposes.128

Even the prestigious journal Nature, while supportive of the IPCC’s stance on 
global warming, castigated the panel in an editorial, saying that:

IPCC officials claim ... the revisions [were made] in par-
ticular to ensure that it conformed to a ‘policymakers’ 
summary’ of the full report ... But there is some evidence 
that the revision process did result in a subtle shift ... that ... 
tended to favour arguments that aligned with the report’s 
broad conclusions.129

The IPCC, in line with its corrupt working principles, had turned the review 
process upside down and had replaced perfectly good science with what had 
already been written in the report summary. One of the authors of the altered 
chapter basically admitted as much in a later attempt to defend the IPCC’s posi-
tion, saying that the whole report was unquestionably “fraught with political 
significance”.130

Little has changed at the IPCC since then. However, the recent investigation of 
the IPCC in the wake of Climategate did address a number of issues, including 
assessment report review. 
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TABLE 2.3:  BAD IPCC SCIENCE – CoRRUPTIoN AND fRAUD 

Areas of IPCC corruption

•	 	The	historical	temperature	record.

•	 	Release	of	data	and	computer	codes	for	publicly	funded	climate	research.

•	 	The	effect	of	urbanization	on	global	temperatures:	two	separate	cases,	one	
involving alleged fraud.

•	 	Peer	review	in	climate	science	publishing,	including	intimidation	of	journal	editors.		

•	 	The	IPCC’s	internal	process	for	reviewing	climate	assessment	reports.

WHAT’S WRONG WITH THIS SCIENCE? 

1.  IPCC authors dishonestly conspired to “hide the decline” in recent tem-
peratures derived from tree-ring data, as part of the deceitful skewing of 
historical temperatures to produce the discredited hockey stick curve. 

2.  The Climategate gang willfully obstructed FOIA requests for proxy data 
and computer codes used to create the hockey stick. There is evidence 
in the Climategate emails that files and email records were destroyed.     

3.  Formal charges of fraud have been made against an IPCC climate 
scientist in connection with urban warming, for allegedly fabricating 
Chinese temperature data and lying about weather station histories. The  
Climategate perpetrators may have been complicit in a cover-up. 

4.	 	The	 IPCC	dismissed	 sound	 statistical	 evidence	 that	 urbanization	 arti-
ficially inflates global temperatures, by using double-talk and by citing 
nonexistent counterevidence – which led to accusations of fabrication 
against the IPCC by the authors of the statistical study.

5.  The Climategate offenders have interfered with the peer review process, 
and orchestrated the removal of journal editors, in order to prevent the 
publication of scientific papers contrary to the Co2 theory of global 
warming.

6.  IPCC principles require the science in its reports to conform to the poli-
cymakers’ summary, a political document that is often written before the 
body of the report. And in the 2007 report, 30% of the scientific sources 
were not peer reviewed. 
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Among the inquiry’s recommendations were that the process for approving the 
Summary for Policymakers be revised, in order to reduce political interference 
with the scientific results; and that IPCC review editors should exercise their 
authority to ensure that “properly documented alternative views” receive due 
consideration, and that “genuine controversies are adequately reflected in the 
report”.131

The inquiry also found that the IPCC needs to strengthen and enforce its pro-
cedures for citing unpublished and non-peer-reviewed literature in its reports. 
This recommendation was a response to a survey revealing that a staggering 30% 
of the so-called scientific sources cited by the alarmist IPCC in 2007 were not 
peer-reviewed at all,132 but included newspaper articles, reports from lobbyists, 
and brochures – despite the efforts of the Climategate gang to keep any skeptical 
papers on climate science in the non-peer-reviewed category.

But it remains to be seen how seriously the IPCC will take these findings. 
The organization’s existing review process is highly compromised from years of 
abuse, and fundamental reforms need to be implemented.
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Chapter 3:  Computer Snake Oil

Alarmist climatologists, when attacked by skeptics in other scientific disciplines 
for promoting belief in man-made global warming, are fond of hiding behind 
their so-called expertise in climate science. We’re the experts, they declare – so 
only they are qualified to pass an authoritative opinion on climate change.120

While not being an expert in a particular field doesn’t disqualify a scientist in 
another field from evaluating the evidence and passing an opinion, you need to 
ask yourself in this case whether the climate scientists who claim to be experts 
really are. It’s no secret, but it’s not widely known that their “expert” opinions are 
based entirely on theoretical computer models of the climate.

Computer climate models are also the foundation for the gloom and doom 
about CO2 and global warming preached by the IPCC. However, as we’ll see, the 
IPCC’s computer models are a poor imitation of reality and have made many 
predictions that have simply turned out to be wrong.

  Because computer models are central to the climate change debate, the whole 
of this chapter is devoted to them.

IT’S ONLY A MODEL
Computer models can be very powerful tools. One area where computational 

models are particularly useful is the design and engineering of complex techno-
logical marvels such as cars, airplanes, or computer chips. For all of these, the 
underlying science is well known and the assumptions behind the models have 
been thoroughly tested.
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Models don’t do as well when the computation is unable to mirror the reality 
of a complex system. This happens when there are gaps in our knowledge of the 
model’s infrastructure, and we have to use guesswork to fill in the gaps. Now we 
can no longer be certain about what the model tells us.

Computer climate simulations are only as reliable as the assumptions that the 
computer model is built on: “garbage in, garbage out”, as software engineers like 
to say. Just as scientific hypotheses need to be verified experimentally before they 
can be confirmed – a requirement that the IPCC actually recognizes133 – so do 
any educated guesses made in a computer calculation.

One of the biggest defects in the IPCC’s argument for human-caused global 
warming is that its theoretical climate models are chock-full of untested assump-
tions. They include conjectures about basic elements of the climate system, such 
as clouds and precipitation; about the contribution, largely ignored, of natural 
cycles to current high temperatures; and about the physical processes that control 
the response of the Earth’s climate to tiny additions of CO2, a response much 
exaggerated in the models.

I’ll discuss these and other assumptions as we go through the book. The real 
problem is that many of the assumptions are undergoing testing right now, in 
an ongoing experiment that may not be complete for another 50 or 100 years. 
Alarmists and the IPCC say we can’t afford to wait that long for the results, so 
our only choice is to rely on computer modeling.

Nevertheless, there is abundant evidence that the IPCC’s computer models 
do not accurately simulate even the present-day climate, let alone the future or 
the past. Many of the predictions made by these models about current climatic 
conditions have been dead wrong, and the only reason that climate models can 
“hindcast” the historical record is that they are arbitrarily adjusted to fit the his-
torical data.

Even though computer simulations can be useful, it’s easy to become carried 
away with their possibilities and to inflate the importance of their predictions.

Something I’ve noticed in my own research is that, while some features of any 
experimental results obtained in the real world can be reproduced by theoretical 
computer calculations, other features typically can’t. And computational models 
tend to exaggerate the magnitude of trends in the actual data. The reason is 
simple: computer models depend on assumptions, and it’s next to impossible to 
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make all the right assumptions. There are just too many unknowns that can’t be 
measured or tested.

It’s not very different with climate models. Some of the models are very elabo-
rate and can predict all sorts of climatic variables in great detail – so much so 
that we can be awed by the model itself, by the sheer calculating power at our 
fingertips. I’ve certainly experienced that feeling.

But a model is just a model. Even though the computational power of current 
supercomputers used for climate modeling is more than a million times greater 
than what was available in 1970, when computing was in its infancy, that doesn’t 
change the fact that the models are constrained by their underlying assumptions. 
All the computing speed in the world doesn’t make up for lack of understanding.

The 2008 Wall Street meltdown is a painful reminder of this. Although the 
reasons for the U.S. financial crash and the subsequent Great Recession are 
numerous, there’s no doubt that computer models played a role, since it was com-
puter simulations that had been routinely used to evaluate risk by the investment 
community. If the models had better represented reality, or if bankers had been 
more aware of the limitations of computer modeling, perhaps the financial crisis 
wouldn’t have been as bad as it was.

Another notorious example, from the engineering field, is the Millennium 
Bridge in London. It was only after the footbridge was built, and people walked 
on it for the first time, that unexpected swaying was felt by walkers, causing the 
bridge to be promptly closed for design modifications. The engineers realized 
they had created what is known as a resonant structure, a well-understood phe-
nomenon that could have been avoided if they had made correct assumptions in 
their computer models of the bridge.

Climatologists defend their theoretical computer models by saying the models 
are the only handle we have on the climate. That is true, unless we’re prepared to 
wait several decades until we have some more definitive measurements. But that 
doesn’t mean the models are right. I certainly wouldn’t want to fly on an airplane 
designed by the engineering equivalent of a computer climate model.

Remember, it’s only a model.
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FITTING AN ELEPHANT
Ideally, what one would like in a climate model is an accurate depiction of the 

most important climatic features – especially those important to humans, such 
as temperature, precipitation, winds and storms.

That’s easier said than done, as the model must not only obey the laws of physics 
and chemistry, but it must also simulate a host of complex interactions in the 
Earth’s climate system, which couples the atmosphere to the land masses to the 
oceans to snow and ice.134 This complexity includes phenomena as diverse as jet 
streams in the upper atmosphere, deep ocean currents, clouds, greenhouse gases 
and climate cycles such as El Niño.

Climate processes span enormous sweeps of distance and time, from a few 
centimeters to thousands of kilometers, and from several hours to millennia. For 
a computer simulation, all the processes and their interactions must be expressed 
as mathematical equations, which are translated into computer codes. Armed 
with these equations, the computer then simulates how the climate evolves over 
time.

That may sound straightforward, but there are two big limitations. The first 
is that even the most powerful computer in the world today is not capable of 
simulating the climate on a small spatial scale. So a grid is employed, with the grid 
boxes for the highest resolution atmospheric models being about 80 kilometers 
(50 miles) square across the Earth’s surface, and about 0.6 kilometers (0.4 miles) 
high vertically; ocean grids are finer.

This means that anything smaller, including cloud formation, falls between 
the cracks of the grid and can’t be modeled accurately. For small-scale processes, 
simplified pictures of reality involving approximations become essential. Some 
approximations aren’t as good as others.

The second major drawback to computer modeling is that, for all our modern 
technological prowess, there’s plenty we don’t understand or don’t even know 
about the large-scale workings of the Earth’s climate over long distances. That’s 
where the assumptions come in. And aside from the fact that many assumptions 
can’t be tested, as I’ve said before, the assumptions require yet more approxima-
tions.

All these approximations, large-scale and small-scale, are incorporated in the 
model in the form of adjustable numerical parameters.135
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The very existence in computer climate models of so many adjustable param-
eters, often termed “fudge factors” by scientists and engineers, should be a 
warning sign in itself. The famous mathematician John von Neumann once said, 
“With four [adjustable] parameters I can fit an elephant, and with five I can make 
him wiggle his trunk.”136

Some adjustable parameters simply embrace a range of error in a measured 
quantity, but others are unknown and have to be guessed. To adequately describe 
fine-scale processes that take place inside one of the 80-kilometer-square grid 
boxes over the Earth’s surface, almost 30 parameters alone are needed.137 With 
many more required to account for all the coarse-scale assumptions, the total 
number of parameters in a climate model can run into the hundreds. That’s a lot 
of elephants!

Climate scientists have come up with several procedures to get a grasp of some 
of the unknowns in their models. One of these is to use more than one model, 
each based on slightly different variable parameters, in order to estimate the 
uncertainty in the parameters. For its 2001 and 2007 reports, the IPCC used up 
to 34 and 23 different atmosphere-ocean climate models, respectively.138, 139

Another method “tunes” selected adjustable parameters until the model cor-
rectly represents known quantities, such as the global energy balance.140 However, 
tuning parameters to match a particular quantity can lead to the false conclusion 
that a cause and effect relationship exists.

Remember, it’s only a model. No fixes to present-day computer models can 
escape the fact that the models still depend on numerous unverified assumptions 
and adjustable parameters. Even the very latest models contain biases arising 
from incorrect assumptions, as pointed out in a recent report to Congress by U.S. 
climate modelers:

Nonetheless, there are still systematic biases in ocean-
atmosphere fluxes in coastal regions west of continents, 
the spectrum of ENSO [El Niño–Southern Oscillation] 
variability, spatial distribution of precipitation in tropical 
oceans, and continental precipitation and surface air tem-
peratures.141

With so many parameters uncertain or just not known, the predictions of any 
of these models become dubious, to say the very least. Yet the IPCC says it’s 90% 
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sure of the link between global warming and man-made CO2 – a prediction based 
solely on theoretical models. Tweak the parameters differently, and the models 
will predict little or no warming.  

And that’s just the present climate (Table 3.1). The IPCC and its alarmist accom-
plices constantly warn that global warming will get worse and, believe it or not, 
have actually forecast how hot it will be 90 years from now, using the very same 
computer models. Talk about stretching the truth.

The IPCC forecasting process142 has been audited by Scott Armstrong, a market-
ing professor who is an internationally recognized expert on forecasting methods 
in general, and a colleague.143 The audit included a survey of IPCC authors and 
reviewers, together with a smaller number of known climate change skeptics.  
It found that not only did the IPCC’s methods violate a majority of standard 
forecasting principles, but also:

The forecasts in the Report were not the outcome of scientific 
procedures. In effect, they were the opinions of scientists 
transformed by mathematics and obscured by complex 
writing. ... Extensive research has shown that the ability of 
models to fit historical data has little relationship to forecast 
accuracy.144

So much for the IPCC’s climate forecasts. Remember, it’s only a model.

CLOUDING THE PICTURE
In computer climate models, it is assumptions about two watery entities – 

clouds and atmospheric water vapor – that underpin the IPCC’s conclusions on 
man-made global warming. According to the models, the normally tiny effect of 
CO2 on global temperatures is amplified most by water vapor and clouds. 

The two are related, since clouds are born when water evaporates to form 
water vapor, which later condenses into liquid droplets or ice crystals to produce 
the clouds. But they aren’t the same, clouds being essentially liquid water while 
water vapor in the atmosphere is a greenhouse gas, so they affect temperature 
and climate differently. We’ll come back to water vapor in the next chapter, which 
deals with the sensitivity of the Earth’s climate system to CO2. 

But the representation of clouds is one of the biggest weaknesses of climate 
models. In fact, clouds can’t be properly modeled at all in present computer simu-
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lations. This is partly because we just don’t know much about the inner workings 
of a cloud either during the cloud’s formation, or when it rains, or when the cloud 
is absorbing or radiating heat. The result is a lot of adjustable parameters.145  

The inability to model clouds is also partly because actual clouds are much 
smaller than the computer grid scale, by as much as several hundred or even a 
thousand times. Even the coming generation of supercomputers will be able to 
represent only the largest clouds accurately.146 So clouds are represented in com-
puter models statistically – that is, by average values of size, altitude, number and 
geographic location. You know that’s not a very good representation just from 
watching the nightly weather forecast.

Inadequacies in computer simulations of clouds are acknowledged by climate 
modelers, even though these same modelers insist that the models can be used 
to make highly reliable predictions about the future. James Hansen, who heads 
GISS  and has carried out computer climate simulations for almost 40 years, 
admits in a research paper that:

Model shortcomings include ~25% regional deficiency of 
summer stratus cloud cover off the west coast of the conti-
nents with resulting excessive absorption of solar radiation 
by as much as 50 W/m2, deficiency in absorbed solar radiation 
and net radiation over other tropical regions by typically 20 
W/m2, sea level pressure too high by 4–8 hPa in the winter in 
the Arctic and 2–4 hPa too low in all seasons in the tropics, 
~20% deficiency of rainfall over the Amazon basin, ~25% 
deficiency in summer cloud cover in the western United 
States and central Asia with a corresponding ~5o Celsius 
excessive summer warmth in these regions.147  

Apart from all the other deficiencies listed, especially for clouds, it’s worth 
noting that this particular model’s summer temperature overestimate of 5o 

Celsius (9o Fahrenheit) in the U.S. and Asia is as large as the drop in global tem-
peratures that accompanied the last ice age! With such massive errors, how can 
anyone expect models like this to accurately simulate global warming of less than 
1o Celsius (1.8o Fahrenheit) to date? 

Hansen, who is also one of the shrillest climate change alarmists, talks in the 
same paper about “dangerous anthropogenic interference” with the Earth’s 
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climate caused by CO2, a phrase that comes from the UN.148 It’s probably Hansen 
and his climate model that are the danger to humanity.

Oddly enough, the IPCC seems aware of the limitations of its computer models 
for clouds. Chapter 8 of its 2007 report states:

Nevertheless, models still show significant errors. ... many 
important small-scale processes cannot be represented 
explicitly in models, and so must be included in approximate 
form ... Significant uncertainties, in particular, are associ-
ated with the representation of clouds, and in the resulting 
cloud responses to climate change.149 

Chapter 8 goes on to say that different computer climate models vary consider-
ably in their estimates of sensitivity to CO2, mainly because of differences among 
the models in the way that the warming effect of CO2 is amplified by clouds.150 
And then Chapter 10 reveals that just the uncertainty alone in the predicted 
heating and cooling (radiative) effect of clouds is larger than the total modeled 
warming anticipated from a doubling of CO2 over its preindustrial level.151 

Yet, despite this recognition that its computer simulations are deficient in 
modeling clouds – which contribute almost as much as water vapor to CO2 
amplification in the models – Chapter 9 of the very same IPCC report claims 
that global warming over the last 50 years “very likely” comes from CO2.152 This 
is part of an all-too-common syndrome that permeates the IPCC’s reports, where 
the left hand doesn’t appear to know what the right hand is doing.

As we’ll see shortly, clouds may hold the key to explaining global warming, but 
for reasons entirely unrelated to CO2 and human activity.

FAILED PREDICTIONS
The ultimate test of any computer model is how accurately it represents reality. 

To evaluate its theoretical climate models, and to “validate” them for predicting 
the future, the IPCC uses the models to simulate past and present climates.

The dangers in this approach have been clearly expressed by NASA climatolo-
gist Claire Parkinson:

Success in simulating the past and present does not nec-
essarily translate to success in simulating the future.  For 
simulations of the past and present, we have the possibility 
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of tuning the model to improve the match with observa-
tions, but there are no observations to allow a tuning for the 
simulated future.153 

Not only are all predictions of computer climate models for the future unreli-
able, but predictions for the present climate – now, or a few years from now – are 
often just plain wrong. Since we’re talking about global warming, you’d expect 
the computer models to correctly predict temperatures if nothing else. Yet the 
models’ track record is about as impressive as a sports team that fails to score for 
the whole season.

The Missing Atmospheric Hot Spot
In the last chapter I mentioned the concept of fingerprinting. The concept refers 

to the matching up of present-day climate patterns with predictions of computer 
climate models based on the CO2 global warming hypothesis.

According to climate change alarmists, any observation of a predicted human 
fingerprint on our climate confirms the CO2 theory of global warming – or so 
they insist, even though cause and effect may not really be correlated because of 
uncertainty in the hundreds of variable parameters used in computer models, as 
I pointed out before.

One of the most controversial fingerprints is the so-called CO2 “hot spot” in 
the lower atmosphere.154 Computer climate models predict that global warming 
should heat up the lower atmosphere faster than the Earth’s surface.

For CO2 greenhouse warming, the warming rate of the air at an altitude of 10 
to 12 kilometers (6 to 7 miles) directly above the tropics, where the difference is 
most conspicuous, should be about twice as large as it is near the ground, accord-
ing to the models.155 The predicted effect is much stronger for CO2 than for other 
sources of global warming such as the sun.

But the CO2 hot spot isn’t there. No one can find it.156

Because satellites can’t measure the temperature at specific heights in the atmo-
sphere, climate scientists rely on weather balloons instead.157 But weather balloon 
data is less precise than satellite temperature data, and the uncertainty in a single 
balloon temperature measurement is big enough to possibly miss the hot spot. 
Nevertheless, hundreds of balloon measurements have all confirmed that the 
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TABLE 3.1:  ComPUTER CLImATE moDELS

What the models include

No computer model fully represents an entire climate system, but 
the most sophisticated models include: atmospheric features such 
as heat from the sun, clouds and precipitation/evaporation, winds, 
aerosols, and natural and man-made greenhouse gases; oceanic 
features such as atmosphere-ocean coupling, salinity, and deep 
currents; land surface features such as snow cover, rivers and lakes, 
vegetation and biological processes; and sea ice features such as ice 
extent and movement.

WHAT’S WRONG WITH THESE MODELS?153 

1.  It’s only a model: Because important climate processes 
are	 approximated	 using	 adjustable	 “fudge	 factors”,	
computer models don’t come close to simulating the 
full complexity and interconnectedness of the global 
climate. The models predict a higher warming rate in 
the Southern Hemisphere, but the Northern Hemisphere 
is actually warming most.   

2.  Atmosphere: Climate models predict a Co2 hot spot in 
the lower atmosphere over the tropics, but extensive 
measurements have failed to detect it.

3.  Clouds: Cloud formation and behavior can’t be modeled 
with confidence. models can’t predict convincingly how 
clouds will respond as the climate evolves, nor what the 
full consequences of cloud changes will be.

4.  Precipitation: The models underestimate heavy rainfall, 
and don’t account for the depletion by precipitation of 
atmospheric	water	vapor	–	the	major	greenhouse	gas.	
This deficiency can lead to flawed predictions.
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warming rate aloft is not just less than climate models predict, but may even be 
lower than the warming rate at the surface.158

The average CO2 warming rate in the lower atmosphere predicted by the models 
is approximately 0.21o Celsius (0.38o Fahrenheit) per decade.159, 160 Yet satellites 
measure an actual rate of only 0.13o Celsius (0.23o Fahrenheit) per decade since 
1981 (see Chapter 2), and weather balloon data shows the same or even a lesser 
warming rate.

5.  Oceans: Climate models predict warming of both the 
atmosphere and oceans, but the oceans have stopped 
heating up since 2003. Simulations of the Southern ocean 
are deficient due to systematic biases in the models. 

6.  The Poles: Computer models predict strong warming at 
the North and South Poles, which is not observed. The 
models don’t incorporate the polar ice caps, and most 
models don’t include any ice sheet calculations.

7.  Natural variability: Several tropical climate cycles such 
as El Niño are poorly simulated by present computer 
models.161

8.  Indirect solar effects: Indirect effects from the sun, such 
as shielding of cosmic rays that create cooling clouds, are 
not included. 

9.  “Tuning” of models:	 Tuning	 adjustable	 parameters	 to	
match a specific quantity can lead to mistaken assign-
ment of cause and effect, and to the false impression that 
the simulated results mean more than they do.

10.  Data limitations: Lack of adequate raw data is a bigger 
problem than limitations of the models themselves.
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All the IPCC and global warming alarmists can say in defense of their com-
puter models is that the CO2 hot spot must be there, but for some reason it can’t be 
seen. In the words of IPCC author Ben Santer, “We may never completely recon-
cile the divergent observational estimates of temperature changes in the tropical 
troposphere”,160 implying that uncertainties in the balloon temperatures are too 
large for any meaningful comparison to be made to climate models. But he fails 
to mention that the uncertainty in the model predictions could be even larger!  

The only reason computer models predict a CO2 hot spot is that the models are 
programmed that way. As we’ll see in the next chapter, the atmospheric heating 
wrongly predicted by climate models is closely connected to the phenomenon of 
water vapor feedback.162

The Arctic and Antarctic
One of the predictions of computer climate models is that CO2-driven global 

warming should be strongest at the North and South Poles. This is partly because 
of a chain reaction in which melting snow and ice expose darker surfaces under-
neath that soak up extra sunlight, causing further melting.163

In the Arctic, while the average warming rate for the period from 1875 to 
2001 was twice that across the whole Northern Hemisphere, for the 20th century 
alone the two warming rates were similar. The 20th century warming rate in the 
Arctic was 0.05o Celsius (0.09o Fahrenheit) per decade, compared to a Northern 
Hemisphere rate of 0.06o Celsius (0.11o Fahrenheit) per decade.164 This is not the 
behavior that computer models reproduce.165

Temperatures across much of the Arctic were as high around 1940 as they are 
now, and there was even talk at the time of a new Arctic sea passage being opened 
up.166 But the true warming rate at present is uncertain because the major cus-
todians of global temperature data have been fiddling with the records, as we 
saw in Chapter 2. According to a recent tabulation, 23 out of 26 measured Arctic 
temperatures for 1940 have just been revised downward, in many cases substan-
tially167 – to artificially accentuate the warming trend in that part of the globe, 
and to deceptively bring the trend in line with the predictions of climate models.

Climate change alarmists have made much of shrinking Arctic sea ice, suppos-
edly caused by global warming. However, the shrinkage has recently reversed – a 
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topic we’ll return to later – and, in any case, was most likely due to a natural 
climate cycle rather than higher CO2 levels.164

In the Antarctic, the picture is more complicated. Although West Antarctica 
and the small Antarctic Peninsula which points toward Argentina are both 
warming, the remaining 80% of the continent has shown no significant tem-
perature trend since the 1960s, and may even have cooled up until at least 2000.168

The lack of warming for Antarctica overall, contrary to what models predict, 
prompted the publication of a 2009 research paper claiming that the whole Ant-
arctic continent, and not just the Western portion, has been warming up for the 
last 50 years.169 The contention was based on a statistical analysis, in which tem-
peratures across the continent were reconstructed from the sparse temperature 
record of Antarctic weather stations, most of which are near the coast, and from 
satellite data.

You probably won’t be surprised that the authors of the paper included Michael 
Mann of hockey stick infamy. Following criticism by economist Hu McCulloch 
of the statistical techniques used to reconstruct the Antarctic record,170 Mann and 
his coauthors published a correction several months later.

But while the corrected calculation shows that the 50-year temperature trends 
for the continent as a whole and for East Antarctica may be flat, the revised paper 
didn’t retract the original claim about continent-wide warming. Nonetheless, a 
2011 paper, whose authors included climate auditor McIntyre, also faulted the 
statistical analysis, concluding that Antarctic warming is concentrated in the 
Peninsula and that the warming trends elsewhere on the continent are less than 
half the Mann estimates.171

Averaged over all Antarctica, the actual warming rate for the period from 1957 
to 2006 is about 0.05o Celsius (0.09o Fahrenheit) per decade,172 which is the same 
as the average 20th century warming rate in the Arctic.

Despite any possible warming in East Antarctica, a recent Norwegian study has 
revealed that very little ice is disappearing from ice shelves in the Eastern part of 
the continent,173 in stark contrast to the predictions of computer ocean models 
for that region. And, despite the contraction of sea ice in the Arctic, the sea ice 
around Antarctica as a whole174 has been steadily expanding for more than 30 
years. Since the start of the satellite record in 1979, Antarctic sea ice has gained 
in extent by about 1% per decade.175, 176
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Northern vs Southern Hemisphere
Another temperature prediction that computer models don’t get right is that the 

Southern Hemisphere should be warming more than the Northern Hemisphere. 
That’s because of the net cooling effect of aerosols, which are tiny particles in the 
atmosphere, mostly sulphates, generally resulting (like CO2) from the burning of 
fossil fuels. Aerosols are emitted predominantly in the more industrial Northern 
Hemisphere, which should therefore get less hot than the Southern Hemisphere, 
according to the models.177 But exactly the opposite is true and the warming 
rate is higher in the Northern Hemisphere, as the IPCC documents in its latest 
report.178

The Oceans
As a fourth example of faulty temperature prediction by computer models, the 

world’s oceans have stopped warming since 2003179 – even though the models 
say the oceans should be getting warmer along with land surfaces and the atmo-
sphere. Another shortcoming that the IPCC itself admits to is bias in modeled 
sea surface temperatures, which are too low in some parts of the Northern Hemi-
sphere, and too high on the eastern side of tropical oceans.180

Further deficiencies in the IPCC’s climate models include the modeling of rain-
fall, particularly in the tropics, the simulation of several natural climate cycles 
such as the Pacific Decadal Oscillation, and the inability to explain why the 
amount of the greenhouse gas methane in the atmosphere has suddenly stopped 
rising.

What a litany of failings! Yet the IPCC relies on these very same models to 
uphold its assertion that CO2 emissions are responsible for climate change.

Remember, it’s only a model. Until we improve our present rudimentary under-
standing of many aspects of the Earth’s climate, the models will continue to fall 
short. Computer climate models are like a boat riddled with holes, with the IPCC 
and its alarmist disciples frantically bailing to keep it afloat.
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Chapter 4:  CO2 Sense and Sensitivity

It’s all about climate sensitivity.
Both alarmists and skeptics agree that adding extra CO2 to the Earth’s atmo-

sphere causes global temperatures to rise. But the key question is by how much 
does the temperature go up? The amount of warming that comes from a doubling 
of the CO2 level is called the climate sensitivity.

The IPCC’s conviction that climate change comes from human CO2 emissions 
is closely tied to climate sensitivity – especially those assumptions in its computer 
models that influence the response of our climate system to CO2.

The way the IPCC and its alarmist supporters talk, you’d think that the whole 
CO2 global warming issue is cut-and-dried, that there’s no question about climate 
sensitivity, and that there’s already enough CO2 in the atmosphere to cause devas-
tatingly high temperatures in the years to come. Nothing could be further from 
the truth.

Figuring out climate sensitivity from computer climate models relies on a 
number of questionable, untested assumptions, mostly about the Earth’s past 
climate. So it should be no surprise that the predictions these models make about 
climate sensitivity are just as unreliable as the models’ faulty temperature predic-
tions that I discussed in the previous chapter.

CO2 FEEDBACK: FALSE POSITIVE?
Climate sensitivity is intricately linked to the important concept of feedback, 

a technical term borrowed from the field of electronic engineering. It’s not a dif-
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ficult concept to grasp though, as the word has much the same meaning as in 
everyday life.

In science, feedbacks result in sustained magnification (called positive feed-
back) or sustained diminution (negative feedback) of a response to a disturbance 
of the status quo. A weather-related example of positive feedback is the gaining of 
strength by tornadoes or hurricanes through amplification processes that cause 
a self-reinforcing chain reaction.181 The feedback often continues to intensify the 
storm until some other factor intervenes, such as a hurricane making landfall.

Negative feedback, on the other hand, results in the damping down of a process, 
so as to bring a system back to where it was before. Negative feedback processes 
are very common in nature, acting as a safety valve to keep everything from 
delicate ecosystems to the animal kingdom in balance.

The human body is a remarkable example of many types of negative feedback. 
Body temperature, blood pressure, blood sugar level and numerous other func-
tions are all controlled by negative feedback mechanisms, which maintain that 
function within the narrow range necessary for our survival. For example, body 
temperature is regulated through feedbacks that cause the body to sweat when 
it’s too hot or to shiver when it’s too cold, in order to return the temperature to 
normal.

So why are feedbacks important for global warming? The reason is that without 
feedback, in fact without net positive feedback to enhance the climate sensitivity 
to CO2, there wouldn’t be anything for the warmists to worry about. Positive 
feedbacks ratchet up the warming, but negative feedbacks turn it down.

On its own, the 393 parts per million of CO2 in the atmosphere today is not 
enough to cause even a 0.8o Celsius (1.4o Fahrenheit) rise in temperature since 
1850, if the only explanation is the greenhouse effect that I discussed back in 
Chapter 1. Man-made global warming, if it exists at all, would be insignificant 
without positive CO2 feedback to magnify the Earth’s natural greenhouse effect. 
Climate modelers say this feedback comes primarily from water vapor and from 
clouds, with a small contribution from snow and ice.182

But if there’s no feedback, or if the net feedback is negative – a distinct possibil-
ity, as we’ll see shortly – then global warming is not likely to have been caused 
by CO2. With negative CO2 feedback, even a future doubling of CO2 from its 
preindustrial level will have little influence on temperatures.
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That’s not the story you hear from alarmists and the IPCC, who sermonize that 
the world is already close to disaster and that we need to rein in our CO2 output 
immediately. Few people realize that this gloomy prognostication is founded on 
shaky theoretical computer models that predict positive CO2 feedback.

Most feedbacks in nature are negative, presumably for good reason – to main-
tain stability in the natural world. Why should the Earth’s climate system be any 
different, even if the perturbation comes from human activity?

Positive feedback, which amplifies the initial disturbance, can lead to runaway 
conditions and a system out of control. However, the positive feedback mechanism 
can be held in check if other processes, some of which involve self-correcting neg-
ative feedback, are operating at the same time. The fact that no runaway climate 
events have occurred in the Earth’s past suggests again that climate is governed 
by negative, rather than positive, feedbacks.

The IPCC concludes from its computer climate models that the major global 
warming feedbacks are all positive, with just one exception (Table 4.1).183 But 
there’s very little observational evidence to justify this conclusion.

For instance, the argument is often made by climate change alarmists that 
water vapor feedback184 must be positive, or there would be no way to explain 
the observed warming. However, this argument is based entirely on computer 
models that don’t allow for any natural sources of global warming apart from the 
sun, the influence of which is underestimated in any case (Chapter 5). If natural 
sources were properly accounted for in the models, it’s quite possible the models 
would predict that water vapor feedback is negative.

Even if water vapor feedback is indeed positive, it may not be as strongly posi-
tive as the IPCC says. We saw in the last chapter that the hot spot in the lower 
atmosphere, predicted by IPCC computer models, is missing. But the hot spot is 
inherently related to water vapor feedback – one can’t exist without the other, so 
the absence of a hot spot means that the feedback must be weak.185

There’s considerable uncertainty too about other feedbacks that can affect 
global temperatures, such as the carbon cycle feedback, which can pump up the 
amount of CO2 retained in the atmosphere.186 Even the IPCC acknowledges that 
these feedbacks are poorly understood:

Large differences between models, however, make the quan-
titative estimate of this [carbon cycle] feedback uncertain. 

Co2 SENSE AND SENSITIvITY



- 70 -

GLOBAL WARMING FALSE ALARM

Other feedbacks (involving, for example, atmospheric chem-
ical and aerosol processes) are even less well understood. 
Their magnitude and even their sign remain uncertain.187

Table 4 .1: Major CO2 Feedbacks in IPCC Models
Feedback Positive or negative
Water vapor184 Positive 
Clouds Positive 
Temperature/altitude188 Negative 
Snow and ice Positive

With few exceptions, we just don’t know which climate feedbacks make the 
most difference nor which ones the least, nor even whether those feedbacks 
that appear to be positive and destabilizing really are – and not negative and 
climate-stabilizing instead. Furthermore, many models ignore the fact that dif-
ferent feedbacks are often coupled to one another. The feedbacks deduced from 
IPCC climate models are no more accurate or reliable than the many adjustable 
parameters in the models.

Negative Feedback in Satellite Data
Evidence for global warming feedbacks, either positive or negative, is hard to 

find. So three recent studies of satellite data189 that appear to show strongly nega-
tive cloud feedback are quite astounding. Two of the studies were by researchers 
at the University of Alabama in Huntsville, and the third by scientists at the 
University of Auckland in New Zealand.

The first University of Alabama study probed day-to-day changes in climate 
variables such as cloud cover, rainfall, and temperature, over a two-month period, 
for a short-term climate cycle in the tropics.190 The researchers were surprised to 
find a decrease in high-altitude cloud coverage as the tropical air warms during 
the cycle, in direct contradiction to IPCC climate models that predict an increase 
in high-level clouds from such warming.

A reduction in high-level clouds, which are the clouds that cause heating of 
the Earth’s surface (low clouds cool), means negative feedback is operating – the 
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climate system responds to the natural tropical warming by cooling everything 
down, trying to restore the climate to its previous state.

As lead author and climatologist Roy Spencer explained,191 the tropical warming 
cycle serves as a proxy for global warming caused by man-made greenhouse gases 
such as CO2. In other words, global warming feedback from high clouds is nega-
tive and damping, the very opposite of what the IPCC concludes, which is that 
CO2 cloud feedbacks are positive and amplifying. The satellite data also supports 
an earlier proposal by MIT’s Richard Lindzen that high-level clouds near the 
equator open up, like the iris of an eye, to release extra heat when the temperature 
rises192 – also a negative feedback effect.

The University of Alabama study was criticized, however, on the grounds that 
it applied only to tropical regions, and that feedback effects occurring over a 
period of weeks may not play a role on the longer timescales associated with 
global warming. So Spencer and his team undertook a second study, involving 
analysis of data from another satellite,193 which also provides solid evidence for 
negative cloud feedback.194 

The second study compared cloud feedbacks deduced from five years of sat-
ellite data, collected over the global ocean, with the same feedbacks calculated 
from IPCC climate models. Not only did the new study reveal the same distinctly 
negative cloud feedback195 as the original satellite study, but the comparison also 
showed that none of the IPCC models displayed the negative feedback behavior 
seen in the satellite data. In fact, the cloud feedbacks from all the climate models 
were positive, just as the IPCC insists they are (see Table 4.1).

In contrast to the first study, which demonstrated negative feedback from a 
reduction in high-level clouds that warm the Earth, the second University of 
Alabama study appears to show negative feedback from an increase in low-level 
clouds that exert a cooling effect.

The University of Auckland scientists discovered that the Earth’s clouds got a 
little (about 1%) lower during the first decade of the 21st century.196 Since the drop 
in average cloud height came mostly from fewer clouds forming at very high 
altitudes, just as seen in the first University of Alabama study, this observation 
suggests a totally unexpected negative cloud feedback. The study will be contin-
ued until 2020 to see if the decline in cloud height persists.

Co2 SENSE AND SENSITIvITY
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Interpretation of satellite data on clouds is controversial, because the data 
intertwines feedback effects with forcings, which are the sources of warming or 
cooling that produce feedbacks.197 Intense debate over this issue is what led to the 
dispute I described in Chapter 2 over Spencer and Braswell’s 2011 paper on feed-
backs in Remote Sensing,123 and the resulting resignation of the journal editor.

Nevertheless, all three studies described here leave little doubt that the IPCC’s 
conclusions about cloud feedback198 are wrong.

If indeed cloud feedback is negative rather than positive, and as strongly nega-
tive as the University of Alabama studies indicate, then it’s entirely possible that 
combined negative feedbacks in the Earth’s climate system dominate the positive 
feedbacks from water vapor, and from snow and ice (Table 4.1). This would mean 
that the overall response of the climate to added CO2 in the atmosphere is to 
diminish, rather than magnify, the temperature increase from CO2 acting alone 
– the reverse of what the IPCC claims is happening. Of course, it also means that 
global warming must have some other explanation.

Before we examine alternative explanations for global warming, we’ll look at 
how the IPCC’s predilection for positive CO2 feedback leads to overestimation of 
the effect that human CO2 emissions have on temperature.

CO2 OVERSENSITIVITY
To come up with specific numbers for climate response to CO2, the IPCC and 

its computer modelers generally go back to the past and use their models to repro-
duce the historical climate record.199 This record embraces data for the last 160 
years, during which the atmospheric CO2 level has climbed significantly; proxy 
data for the last millennium; and ice-core proxies for the long-ago ice ages (the 
paleoclimate).

The models include adjustable parameters that affect the various feedbacks just 
discussed, as well as parameters to describe forcings – the actual disturbances 
that alter climate and give rise to feedback, such as radiation from the sun, green-
house gases in the atmosphere, and aerosols. Forcings can be positive or negative, 
depending on whether they produce a heating or cooling effect, respectively.
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As I said before, climate sensitivity refers to the warming caused by a doubling 
of the atmospheric CO2 level. The usual baseline is taken to be the preindustrial 
CO2 level in 1850, which is about when the present period of global warming 
began (Figure 1.1).

With high climate sensitivity, meaning a climate exceptionally sensitive to CO2, 
the temperature increase for doubled CO2 will be large – as much as 4.5o Celsius 
(8.1o Fahrenheit) or even more, according to some IPCC models.200 On the other 
hand, with low climate sensitivity, the temperature rise for twice the CO2 will 
be a lot smaller – perhaps 2o Celsius (3.6o Fahrenheit) in the IPCC’s view.201 At 
its present rate of increase, the CO2 concentration in the atmosphere will double 
from its 1850 level sometime around 2100.

Table 4.2 shows the temperature gain since 1850 at doubled CO2, as well as at 
today’s CO2 level, as estimated by various climate models (IPCC and Hansen), or 
calculated from satellite observations (Lindzen and Spencer). Information about 
the models and calculations can be found in the Appendix. Because the CO2 
concentration hasn’t doubled yet, the predicted temperature increases for today’s 
climate are modest.

Table 4 .2:  CO2 Climate Sensitivity (degrees Celsius)202

Model                                                Predicted temperature increase from CO2  
or calculation Today  At doubled CO2

IPCC (2001)  3.5oC
IPCC (2007) 0.76oC 3.3oC
Hansen  0.6oC 2.7oC
Lindzen 0.36oC 0.73oC
Spencer 0.22oC 0.45oC

Zero CO2 feedback 0.55oC 1.1oC
Positive CO2 feedback above 0.55oC above 1.1oC   
Negative CO2 feedback below 0.55oC below 1.1oC

The lower part of the table highlights the anticipated temperature increases for 
different types of feedback in the Earth’s climate system: zero (no net feedback), 
positive, and negative.

Co2 SENSE AND SENSITIvITY
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You’ll see immediately why feedbacks are central to climate sensitivity (the CO2 
amplification problem in Table 1.2). When we compare the upper and lower parts 
of Table 4.2, what stands out is that the only predicted climate sensitivities that 
show negative feedback are those based on actual observations, not the estimates 
from computer climate models. Just remember it’s experimental observations 
and not theoretical computer models that are the essence of good science.

Just as it does with temperature measurements, the IPCC exaggerates climate 
sensitivity – by three times or more in this case.

A recent analysis by UK mathematician Nicholas Lewis revealed that the exag-
geration is inherent in the IPCC’s statistical procedures, which greatly skew its 
predicted climate sensitivities toward higher warming.203 No wonder so many 
predictions of computer climate models are wrong!

You can also see from Table 4.2 that the sign (positive or negative) of the net 
CO2 feedback dictates how much of today’s global warming originates from CO2, 
and how much comes from other sources. If the net feedback is positive, as IPCC 
climate models insist, almost all of the 0.6o Celsius (1.1o Fahrenheit) tempera-
ture rise204 can be ascribed to CO2. However, if the net feedback is negative, CO2 
accounts for only a small portion of the temperature increase to date, and the rest 
must have other origins.

As discussed in the previous section on satellite data, there is now evidence that 
cloud feedbacks are negative, instead of positive as concluded by the IPCC. Nega-
tive cloud feedback that is sufficiently strong to overcome any positive feedbacks 
in the climate system will make the overall CO2 feedback negative – and make 
the CO2 climate sensitivity too small to be of any concern.

Negative feedback implies low climate sensitivity, which means small tem-
perature increases, even for lots more CO2 in the atmosphere. Or minimal global 
warming from man-made CO2. It’s as simple as that.

Feedbacks aside, there are still several issues with the historical approach to 
validating computer climate models. By far the biggest issue, and one of the basic 
weaknesses of the IPCC’s models, is the underlying assumption that the Earth’s 
climate sensitivity has remained unchanged throughout history, forever the same.

Past climate conditions were often very unlike today’s, with temperature 
swings up to 10o Celsius (18o Fahrenheit) as the planet switched between frigid 
ice ages and warmer interglacial periods; temperatures that varied more slowly 
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with time than now; different levels of CO2 and other greenhouse gases; vast ice 
sheets that built up and then disappeared thousands of years later; different types 
and amounts of vegetation; and more.

Why should the climate sensitivity have stayed the same while the Earth’s 
climate changed so much?

It’s possible that climate sensitivity is some sort of universal constant, like the 
speed of light, but it’s much more likely that it varies along with the climate. 
There’s no particular reason that it shouldn’t. The IPCC admits as much, even 
though all its climate predictions are based on the assumption of unaltered 
climate sensitivity through the ages:

The use of a single value for the ECS [equilibrium climate 
sensitivity] further assumes that it is constant in time.  
However, some authors ... have shown that ECS varies in 
time in the climates simulated by their models.  Since results 
from instrumental data and the last millennium are domi-
nated primarily by decadal-to centennial-scale changes, 
they will therefore only represent climate sensitivity at an 
equilibrium that is not too far from the present climate.205

Just how difficult it is to fit the historical climate record, we’ve already seen in 
the hockey stick fiasco. So intent was the IPCC on making temperatures for the 
last 2,000 years mirror the CO2 record that it ignored historical temperature data 
showing otherwise, and indulged in deceptive data manipulation.

Climate modelers may not have sunk to the same depths, but they can’t escape 
the fact that fitting computer simulations to historical data does not yield a 
unique number for climate sensitivity. This is because there are so many variable 
parameters in the models. The only way the climate sensitivity can be deduced at 
all is by making assumptions about all the other adjustable parameters – assump-
tions that may not be correct. As you saw in Chapter 3, an elephant can be fitted 
with only five parameters.

We’ll look now at the difficulties that arise in trying to use computer models to 
simulate the climate record from the ice ages.

Co2 SENSE AND SENSITIvITY
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TWO-FACED CO2

As I’ve already said, climate sensitivity numbers generally come from hindcast-
ing, from matching the output of computer climate models to historical data.  
Some of that data we’ve encountered in previous chapters.  Figure 4.1 presents 
data showing the  temperature  record  and   CO2  level  in  the  Earth’s  atmosphere  
over  the  past 150,000 years,  including  the  most  recent  ice  age that lasted  about  
100,000 years and ended 11,000 years ago.

Figure 4.1: The CO2 – Temperature Lag
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right to left, with the present on the extreme left of the figure and 
the distant past on the right.

Something to notice about this data, which is obtained from analysis of Ant-
arctic ice cores,207 is that the CO2 level closely mimics changes in temperature, 
but the CO2 lags behind – with CO2 concentration changing,  up or down,  well 
after  the corresponding temperature shift occurred. The lag is about 600 to 800 
years,208, 209 and may have been even longer hundreds of thousands of years ago.

Most paleoclimatologists believe that CO2 lagged temperature during the ice 
ages because it takes several hundred years for CO2 to come out of, or get into, 
the world’s oceans, which is where the bulk of the CO2 on our planet is stored.

The oceans can hold much more CO2 (and heat) than the atmosphere. Warm 
water holds less CO2 than cooler water, so the oceans release CO2 when the tem-
perature goes up, but take it in as the Earth cools down. The lag time is related to 
what oceanographers call the ocean-mixing time for CO2.209, 210



TABLE 4.3:  Co2 SENSITIvITY 

The IPCC position

•	 	The	major	CO2 feedbacks, which control the climate’s response to 
added Co2 in the atmosphere, are positive feedbacks that amplify the 
effect of Co2 on its own.

•	 	The	climate	sensitivity,	which	measures	any	global	warming	from	CO2, 
has remained unaltered from the time of the ice ages until now.

•	 	Global	warming	at	the	end	of	ice	ages	was	aided	by	positive	CO2 
feedback, though the feedback lagged the temperature by 600 to 800 
years.

•	 	Today’s	global	warming	is	also	assisted	by	positive	CO2 feedback, but 
the feedback switches on almost immediately. 

WHAT’S WRONG WITH THIS PICTURE? 

1.  Recent satellite observations show strongly negative feedback 
from clouds. If this negative cloud feedback dominates the posi-
tive feedbacks from water vapor, and from snow and ice, the net 
Co2 feedback is negative – diminishing the warming from Co2 to 
an insignificant level.

2.  IPCC climate models greatly exaggerate climate sensitivity, partly 
because of assumptions made about atmospheric water vapor, 
and partly because of faulty statistical analysis.

3.  Climate conditions during the ice ages were radically different 
from today, so it’s unlikely that the climate sensitivity is still the 
same, as assumed in most computer climate models.

4.  Co2 lagged temperature during post ice-age warming due to its 
delayed release from the oceans. But because of the lag, atmo-
spheric Co2 kept rising for 600 to 800 years after the temperature 
leveled out. In the modern era since 1850, the Co2 level and tem-
perature have increased together. This two-faced CO2 behavior 
makes no sense.   
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A recent study asserts that increased CO2 led, not lagged, global warming at the 
end of the most recent ice age, based on a variety of proxy data. Jeremy Shakun 
and his coauthors postulate that while CO2 trailed temperature in the Antarctic 
when the ice age terminated, as you can see by looking carefully at Figure 4.1, 
higher CO2 levels  preceded warming over the globe as a whole.211  This conjecture 
is an extension of earlier proposals by other paleoclimatologists,212 on a more 
rapid timescale.

But a detailed, independent analysis of the same proxy data has found there 
is so much scatter in the data that whether CO2 leads or lags the warming can’t 
even be established!213 The study’s claim to the contrary is reminiscent of the 
hockey stick episode (Chapter 2), when the IPCC tried to flatten out the bumps 
in the historical temperature record to make it conform to the CO2 record, for the 
purpose of bolstering its hypothesis that global warming is a direct consequence 
of human activity.

It’s not hard to see what the alarmist authors of the CO2 lead study were up to. 
The CO2 hypothesis requires warming from human CO2 to follow the rising CO2 
level, not the other way round. So, just as Mann and his colleagues had already 
done with temperatures over the past millennium, Shakun and his coauthors 
have deceptively done with the temperature record as the Earth emerged from 
the last ice age, to make it look like the gain in CO2 triggered warming.211 That 
is, enhanced CO2 causes global warming, whatever the source of the CO2 – then 
and now.

Nonetheless, the observed CO2 lag does indeed deal a deathblow to the notion 
of man-made global warming. The reason has to do with the behavior of the 
temperature and CO2 level just beyond the cessation of an ice age.

Ice ages are believed to have ended (and begun) because of changes in the 
Earth’s orbit around the sun.214 After tens of thousands of years of bitter cold, the 
temperature suddenly took an upward turn. As we’ve just seen, warmer condi-
tions make CO2 less soluble in water, causing the oceans to give up CO2 to the 
atmosphere as the temperature increases, a process that takes 600 to 800 years.

According to IPCC climate modelers, the melting of ice sheets and glaciers 
caused by the slight initial warming could not have continued, unless this tem-
perature rise was amplified by positive feedbacks – including CO2 feedback, 
triggered by the surge in atmospheric CO2 as it escaped from the oceans.215 Aided 
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by the feedbacks, says the IPCC, a period of global warming ensued, with the 
temperature climbing until it reached a new, higher equilibrium level that sig-
naled the end of the ice age. A similar chain of events, based on CO2 and other 
feedbacks, enhanced global cooling as the temperature dropped at the beginning 
of the ice age.216

The problem for believers in the CO2 global warming hypothesis is that when 
the ice age was over, the temperature suddenly stopped increasing and leveled 
out, but CO2 continued to rise for another 600 or 800 years before plateauing and 
then decreasing slightly. That’s well documented in the historical record (Figure 
4.1).217

But how can rising CO2 in the atmosphere be the cause of escalating tempera-
tures today, yet not 11,000 years ago – and at previous ice-age terminations – when 
the mercury stood still as the CO2 level kept ascending? If CO2 from the oceans 
didn’t make the temperature go up during the 600 years or so immediately after 
the Earth’s recovery from an ice age, why should CO2 from human emissions 
make it go up now (the CO2 lag problem in Table 1.2)?218 Perhaps some of the 
present rise in the CO2 level is the ocean-delayed response to distant medieval 
warming.

It makes no sense that CO2 feedback should be dragging the temperature 
upward in our present climate, and did the same thing as the planet pulled out of 
past ice ages, but then suddenly turned off for the final 600 to 800 years.

The IPCC, in its 2007 report, implies that this two-sided temperature response 
to CO2 occurs because temperature and CO2 are going up much faster during 
current global warming than they did at the end of the last ice age.219 The atmo-
spheric CO2 level is indeed growing a lot more rapidly today, but the assertion that 
the temperature is increasing 10 times faster than in the past is an exaggeration, 
as you might expect from the IPCC. The warming we’ve seen since 1850 has 
in fact been only two to three times faster than post ice-age global warming.220 
That’s not such a big difference.

Other questions also arise. For instance, the IPCC asserts that net CO2 feedback 
has always been positive, from the ice ages to the present. I’ve already discussed 
the possibility, based on recent satellite observations of clouds, that the net CO2 
feedback in our current climate is negative. How can the IPCC be so sure it wasn’t 
negative instead of positive going into and out of ice ages?

Co2 SENSE AND SENSITIvITY
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And how certain is it that CO2 feedback was operating at all in glacial times? 
Other feedbacks – such as from snow and ice – are believed to have played a role 
in ice-age temperature swings. Perhaps these other feedbacks could have done the 
job alone, without any help from CO2, the atmospheric CO2 level moving up or 
down simply in response to the changing solubility of CO2 in the oceans caused 
by changing temperatures.

Assuming that there actually was CO2 feedback to amplify temperature rises 
and falls, why was the temperature descent at the onset of an ice age so much 
slower than its rapid climb at the end?

If you’re beginning to think there’s more uncertainty than certainty in global 
warming science, you’re right. The CO2 hypothesis and the whole theory of 
human-induced global warming, for a theory is what it is, are a flimsy house of 
cards.
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Chapter 5: Doing What Comes Naturally

As we’ve seen in the last few chapters, man-made CO2 is highly unlikely to be 
the main cause of climate change. The whole IPCC case for CO2 warming is shot 
through with problems, from inconsistencies in the CO2 hypothesis to overconfi-
dence in computer models to distortion of data to corruption. The science behind 
the IPCC’s reports is so badly flawed that it’s hard for me to believe that so many 
alarmists accept them as an act of faith.

But if it isn’t CO2, what’s heating up the planet?
An honest answer to the question would be that we just don’t know right now. 

It’s not that we’re short of ideas, but we simply don’t have enough evidence at the 
moment to draw any firm conclusions – except that the chances of CO2 being the 
number one culprit are very, very slim.

If humans are not to blame, the obvious place to look for an alternative explana-
tion is nature. It’s well known that natural cycles have altered the Earth’s climate 
many times in the past, notably the orbital changes that sent the globe into the 
deep freezes of the ice ages.

Nobody is suggesting that our current warming spell has anything to do with 
the Earth’s orbital cycles, but there are several other candidates in the natural 
world. One, or a combination, of these natural cycles could well be responsible for 
global warming. In this chapter, we’ll examine two of the main contending alter-
natives, solar variability and ocean oscillations, along with their effect on clouds.  
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NATURE’S WARMING: THE SUN
It was suspected that the sun is connected to the Earth’s climate soon after the 

invention four hundred years ago of the telescope, which made it possible to see 
sunspots (and other astronomical quirks) more clearly. Sunspots are small dark 
blotches on the sun’s surface caused by magnetic storms in the solar interior.

During the so-called Maunder Minimum (Figure 5.1), a 70-year period in the 
17th and 18th centuries that formed part of the Little Ice Age, there were hardly 
any sunspots at all. In 1801, British astronomer William Herschel proposed that 
sunspots were linked to the weather, observing that the price of wheat had been 
high during that low-sunspot period, which he thought reflected poor harvests 
because of the cooler conditions.

Although Herschel was not able to prove his case at the time, U.S. astronomer 
John Eddy almost 200 years later established that sunspot variations have been 
associated with changes in the Earth’s climate for thousands of years. The varia-
tion in sunspot number over time is but one of many solar cycles.

Figure 5.1: The Sunspot record from 1611
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Rhythms of the Solar System
The solar system is constantly pulsating. As we know, all the planets, including 

our own, orbit the sun and spin on an axis. But the sun is not motionless either: 
it too rotates on an axis and, because it’s tugged by the gravitational pull of the 
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giant planets Jupiter and Saturn, orbits in a small but complex spiral around the 
center of the solar system.222

All this pulsation results in a large number of natural cycles tied to the sun, the 
sunspot count over a year being but one such cycle. The annual sunspot number 
goes up and down over an interval of about 11 years, and the cycle duration 
fluctuates as well, from as short as 9 years to as long as 14 years.

Along with the number of sunspots, the sun’s heat and light output223 waxes 
and wanes during the solar cycle. Although this variation in itself is too small, at 
about one part in a thousand, to have any appreciable effect on our climate, the 
average value of the sun’s output changes slowly with time – and these changes 
can cause warming and cooling of the Earth’s surface. The changes in average 
solar output correspond closely to the pattern shown by sunspot numbers in 
Figure 5.1.

There are cycles longer than 11 years too. Not only do solar output and the 
sunspot number repeat every 11 years or so, but their maximum (and minimum) 
values also make extra big jumps every 87 years and again at 210-year intervals.

The 87-year and 210-year cycles may be associated with a newly discovered 
climate cycle approximately 1,500 years long, which has manifested itself during 
both the Earth’s ice ages and warmer interglacial periods, including the one we’re 
in today. The 1,500-year (plus or minus 500) cycle is described at length else-
where,224 so I won’t dwell further on it here.

The 87-year solar cycle has been linked to a number of regional climate fluc-
tuations, exhibited for instance by temperatures in central England since 1700, 
rainfall in Beijing and flooding of the Nile River in Africa.225 The 87-year cycle 
has also been used to predict the future occurrence of a protracted cold stretch 
around 2030, with temperatures comparable to those experienced during the 
Maunder Minimum period of the Little Ice Age.226 Another prediction links the 
210-year solar cycle to an upcoming freeze, in the vicinity of 2040-2050.221

Mathematical physicist Nicola Scafetta has developed an astronomical climate 
model, in which the changing positions of Jupiter and Saturn in the solar system 
result in a 60-year climate cycle on Earth.227 As we’ll see later in the chapter, 
surface temperatures in the Pacific Ocean exhibit a 60-year cycle.

There is also evidence for a 60-year cycle in the rise of global sea levels since 
1700 and, says Scafetta, in observed monsoon rainfall cycles as recorded in 
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ancient Sanskrit texts.228 He believes that a natural 60-year cycle based on Jupiter 
and Saturn may even explain traditional Chinese, Tamil and Tibetan 60-year 
cyclical calendars, remarking to a correspondent that “in the Hindu tradition, the 
60-year cycle is known as the cycle of Brihaspati, the name of Jupiter”.229

According to the astronomical model, up to 50% of the global warming 
between 1970 and 2000 may have come from this natural 60-year cycle.227 And 
much of the other 50% can be attributed to the increase in the sun’s average 
output since the gloomy days of the Maunder Minimum, Scafetta has claimed in 
earlier papers.230, 231

However, the exact amount of the solar contribution to global warming is 
critically dependent on how much the sun’s activity has risen from the time of 
the sunspot-free Maunder Minimum. Scafetta’s estimate of a solar contribution 
around 50% hinges on satellite measurements232, 233 that show a post-Maunder 
Minimum rise in solar output about one third larger than another set of satellite 
data.234

There has been considerable debate over which satellite data set is the more 
accurate, especially in establishing the current solar activity level; a recent effort 
to resolve the difference was controversial.235 Solar physicist Mike Lockwood has 
argued that the solar activity gain since the Maunder Minimum is more in line 
with the second, lower set of satellite measurements236 – in which case the solar 
portion of current global warming is much less than 50%.

But this applies only to direct connections between the sun and the Earth’s 
climate. As well as any direct solar influence, indirect solar effects can have 
an impact on the warming and cooling of our planet. Possible indirect effects 
include cosmic rays from deep space, the sun’s own ultraviolet (UV) radiation, 
something called the solar wind,237 and even other natural climate cycles.

Some sort of amplification mechanism is required, however, for there to be a 
significant contribution to global warming from any of the solar cycles that I’ve 
discussed here, or from indirect solar effects.

Nevertheless, despite the attempts by the IPCC in its latest report to minimize 
the sun’s contribution to global warming,238 the need for a solar amplification 
mechanism should not be dismissed lightly. After all, in the IPCC’s computer 
climate models, it’s primarily amplification by water vapor and cloud feedbacks 
that boosts the tiny temperature increase caused by CO2 acting alone.239
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Potential sources of solar amplification include any variation in the Earth’s 
reflectivity (albedo),221 which may or may not be associated with changes in cloud 
cover, water vapor in the atmosphere, and two other mechanisms to be discussed 
in the next sections.

Amplification Mechanisms: Cosmic Rays from Outer Space
Fluctuations in the sun’s output are small, about a tenth of one percent over the 

11 years of the sunspot cycle, and perhaps only as much or a little more during 
the 300 years since the Maunder Minimum ended in the early 18th century. But 
this may be enough to explain a substantial part of our current global warming, 
even though the IPCC wants us to believe otherwise.

How can such small changes in the sun’s activity affect our climate at all?
One answer is in indirect solar effects – not the direct effect of the sun’s heat, 

which is absorbed by gases in the atmosphere, by clouds, by the oceans, and by 
land surfaces;240 but secondary, indirect effects associated with galactic cosmic 
rays, the sun’s UV rays, or maybe one of the Earth’s atmospheric circulatory 
patterns. It’s possible that a tiny increase in solar activity could be amplified by 
one of these indirect effects.

Cosmic rays are super-energetic, electrically charged particles that come 
mostly from exploded stars in our Milky Way galaxy and continually bombard 
the upper atmosphere. But the sun’s solar wind237 can deflect these intruders away 
from the Earth. As the sun becomes more active, the number of cosmic rays 
hitting the atmosphere falls off; as it quiets down, more cosmic rays get through 
to the atmosphere.

According to a proposal by Danish physicist Henrik Svensmark, cosmic rays 
can seed the formation of clouds – especially low-level clouds that cover more 
than 25% of the Earth’s surface and produce cooling.241

The idea is that a small increase in the sun’s output that decreases the number of 
cosmic rays can therefore reduce the cooling effect from low clouds, amplifying 
the direct warming effect from the sun itself through a positive feedback process. 
In Svensmark’s words, the connection between clouds and cosmic rays provides 
“a mechanism for solar-driven climate change more powerful than changes in 
solar irradiance”.242
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Svensmark claims that this indirect cloud mechanism can explain not only 
modern global warming, but also the 1,500-year climate cycle mentioned in 
the previous section, and even the onset and termination of ice ages in the very 
distant past. Millions of years ago, the variation of cloudiness induced by cosmic 
rays had less to do with solar activity, says Svensmark, than with changes in the 
number of cosmic rays reaching the sun in the first place, which fluctuated as 
the solar system moved across the spiral arms of our galaxy.243 Other researchers 
have found that the number of cosmic rays in the sun’s vicinity does indeed vary, 
over a cycle of about 140 million years.244

It’s already well established that the slight flickering in the sun’s output regulates 
the number of cosmic rays that reach the atmosphere today. And Svensmark’s 
comparison of satellite data on clouds with ground-based cosmic ray counts does 
appear to show a correlation between low cloud cover and galactic cosmic rays, 
over the last 30 years.245

However, despite the reduction in cosmic ray intensity during the whole 20th 
century, which would have contributed to global warming according to the Svens-
mark theory, his far-reaching assertions are still largely speculative at present. 
Apart from speculation, the only basis for the notion that cosmic rays are related 
to low cloud cover is laboratory experiments, which may not be a realistic simula-
tion of actual conditions in the Earth’s atmosphere.

Preliminary experiments, conducted at the Danish National Space Center in 
Copenhagen, reproduced real-life conditions only at sea level.246 In 2011, the first 
of a series of bold, large-scale experiments was completed at the European atom-
smashing facility (CERN) in Geneva, using a special “cloud chamber” that can 
simulate all levels of the atmosphere, together with a high-energy particle beam 
that mimics cosmic rays at higher altitudes.247

Although the latest experiment appears to support the Svensmark hypothesis 
of a cosmic ray contribution to global warming, the study has raised new ques-
tions that require further investigation – which may take several years.

The proposed mechanism for cloud formation involves cosmic rays breaking 
air molecules apart to form miniscule quantities of airborne droplets, or aerosol 
particles, that are made up of tiny clusters of sulfuric acid and water vapor. Atmo-
spheric aerosols are thought to be the building blocks for clouds.248
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As anticipated, the CERN results show that sulfuric acid and water vapor can 
rapidly form small aerosol droplets a kilometer or two up in the atmosphere, 
and that cosmic rays enhance the formation rate by ten times or more. But the 
surprise was that, in the lowest layer of the atmosphere, additional vapors are 
needed to nucleate aerosols.249

So the CERN group is planning future experiments to discover what other 
vapors are involved, whether they are largely natural or of human origin, and 
how they influence clouds.250 The group will also study larger aerosol droplets in 
the chamber, and even hopes to generate artificial clouds.247

In the meantime, whether the correlation between low cloud cover and cosmic 
rays really exists is the subject of intense debate. As in many other areas of climate 
science, good quality observational data on clouds is hard to come by. A problem 
with satellite observations is that low clouds are sometimes obscured by middle-
level and high clouds251 that respond differently to cosmic rays. The picture is 
further complicated by possible changes in cloud height as a result of global 
warming (Chapter 4), which makes it more difficult to distinguish between low 
and middle clouds.

The analysis of a group of Finnish climatologists has endorsed Svensmark’s 
theory that low cloud cover correlates with cosmic ray intensity, even though 
the correlation is regional rather than global.252 Although the regional correla-
tion is not restricted to any one area, a global connection is disputed by other 
researchers, including UK physicists Terry Sloan and Sir Arnold Wolfendale, 
who maintain that less than 23% of the worldwide decrease in low clouds during 
solar cycle 22 (see Figure 5.1) was due to the sun’s influence on cosmic rays.253

Sloan’s research group also finds that changes in cloud cover, both low and 
high, correlate better with variations in the sun’s UV output – a topic to be dis-
cussed in the following section – than with cosmic rays254.

But a recent upsurge in cosmic ray counts around the world may swing the 
pendulum back toward the Svensmark hypothesis. The intensity of cosmic rays 
has risen noticeably since the mid-2000s,255 reflecting a slight drop in solar activ-
ity that is also seen in declining sunspot numbers (Figure 5.1). This falloff in solar 
activity may foreshadow future global cooling, such as the big freeze predicted 
from the 87-year and 210-year solar cycles and discussed earlier in the chapter.
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The IPCC is hedging its bets on cosmic rays for now, saying that while “empiri-
cal associations have been reported between globally averaged low-level cloud 
cover and cosmic ray fluxes”, its level of scientific understanding of cosmic ray 
influences is “very low”.256 This very low understanding has evidently prompted 
the IPCC to omit all indirect solar effects from its computer models, although its 
marginally higher “low” understanding of direct solar effects257 hasn’t prevented 
it from including these in the models.

Amplification Mechanisms: Ozone
A second indirect heating effect of the sun, possibly more important than 

cosmic rays, implicates the ozone layer.
You’ve probably heard about the holes in the ozone layer, which are a concern 

because they allow more of the sun’s harmful UV radiation to penetrate the 
atmosphere and make it to the Earth’s surface in regions of the globe underneath 
the holes. The ozone layer, which is located in the upper atmosphere,258 normally 
protects us from nearly all UV rays by absorbing them. Some ozone also resides 
in the lower atmosphere.154

As the sun’s output of heat and visible light fluctuates, so too does its produc-
tion of invisible UV, which varies much more over the 11-year solar cycle than 
the tenth of a percent change in total solar output.259 A more active sun generates 
more UV radiation, which creates more ozone in the ozone layer.260 The slightly 
thicker ozone layer provides a little extra UV protection for humans by absorbing 
more sunlight.

Absorption of solar UV also warms the ozone layer, since all forms of radiation 
from the sun (including visible light, UV and infrared) carry heat energy. This 
in turn heats both the upper and lower atmosphere261 and amplifies the direct 
warming caused by solar activity – a positive feedback process.

The amplification associated with positive feedback can also magnify cooling 
effects when the sun’s UV output declines. A second positive feedback connected 
with variations in solar activity involves shifts in atmospheric wind patterns pro-
duced by UV changes.262 Lockwood has proposed that the wind shifts may be 
related to very cold European winters since about 2009 – perturbations of upper 
atmosphere winds by lower UV levels resulting in “blocking” of the north polar 
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jet stream,263 a high-altitude air current that governs much of the weather in 
Europe and North America.

Meteorologists think a lazy jet stream caused by a downturn in UV from a 
quieter sun may explain many of the prolonged heating and cooling spells that 
have become prevalent in the Northern Hemisphere recently.264 Blocking pro-
duces unusual holding patterns that can keep a weather system in one place for 
extended periods.

And there may even be a link between solar UV and cloud cover – a link that 
can contribute indirectly to global warming, as we’ve just seen with cosmic rays. 
Two of the studies mentioned in the previous section, which found a correlation 
between cosmic ray strength and low cloud cover, also noted a correlation of solar 
UV output with middle cloud cover.252, 254 Middle level clouds can either cool like 
low clouds, or warm like high clouds.

However, the exact amount of indirect warming produced by solar UV acting 
on the ozone layer is unknown at present. Atmospheric physics researcher Joanna 
Haigh in 2003 cited several studies, all of which suggest that climate models “may 
underestimate solar influence by up to a factor of three” because the models omit 
ozone heating effects.265 But in a later paper, Haigh says her research team’s analy-
sis of recent UV measurements suggests that the sun’s indirect contribution to 
global warming may in fact have been overestimated.266

Other Planets
If the sun is playing a role in global warming on Earth, we would expect the 

other planets in our solar system to show signs of warming as well. Planetary 
global warming may indeed exist, but the evidence is rather thin at the moment 
and there is an extreme scarcity of both data and scientific studies.

Even with the annual publication of thousands of research papers on the 
climate of our own planet, there’s plenty of disagreement about what is causing 
temperatures to rise – despite the constant efforts of the IPCC and climate change 
alarmists to convince us that CO2 is the villain. So we shouldn’t pay too much 
attention to what are just a handful of articles on warming trends elsewhere in 
the solar system.

An example of how easy it is to be misled by limited data can be found in recent 
studies of Mars, where dust storms are prevalent.
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From darkening of the planet’s surface, a team of space scientists calculated 
that in the 22 years between two NASA missions to Mars, it had warmed by 0.65o 
Celsius (1.2o Fahrenheit). This is almost as much global warming as we’ve experi-
enced here on Earth in 160 years. Attributing the apparent warming to changes 
in sunlight-reflecting surface dust, though not to solar activity, the research team 
linked the sudden temperature rise to melting of the ice cap near the Martian 
South Pole over the past few years.267

But a different group of investigators pointed out that the first mission to Mars 
had come right after a global dust storm there that had made the planet appear 
much brighter than it looked 22 years later, and concluded that surface brightness 
doesn’t tell us much about Martian warming.268 The melting of the southern ice 
cap could also have been associated with changes in dust coverage and, in the 
absence of other data, doesn’t make a strong case for global warming on Mars.

Another reason to be skeptical about evidence for global warming on other 
planets is that most planets have very long “years”.

It takes 165 Earth years for Neptune to orbit the sun once, for example, which 
means we need to wait a long time to ensure that any warming trend we notice 
isn’t just from the changing Neptunian seasons. Possible global warming reported 
on Neptune,269, 270 on Neptune’s moon Triton,271 and on Pluto272 have all been 
ascribed, at least partly, to planetary seasonal effects.

One planet where CO2 has unquestionably caused global warming is Venus, 
which has a dense atmosphere consisting of 97% CO2, far above the Earth’s 
current CO2 level of 393 parts per million (0.039%). The runaway greenhouse 
effect on Venus produces furnace-like conditions, with a surface temperature 
around 470o Celsius (880o Fahrenheit). But that’s how it’s been there for billions 
of years and the planet isn’t currently getting any warmer from the sun.

More IPCC Shenanigans: Solar Warming Minimized
The IPCC has done it again.
As we saw in earlier chapters, the IPCC and its supporters have indulged inces-

santly in exaggeration, data tampering and deception to bolster their case for 
man-made climate change.

The same wiliness can be found in the IPCC’s treatment of historical data for 
solar activity, where the goal was to make the contribution of solar variability 
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to global warming appear lower than it may actually be. The sun’s fluctuations 
probably can’t explain all the global warming to date, but the IPCC’s Fourth 
Assessment Report in 2007 minimizes the solar contribution almost to the point 
of insignificance by cherry-picking the historical record.

Proxy records of solar intensity include both sunspot numbers and so-called 
cosmogenic isotopes, which are trace amounts of radioactivity left in proxies such 
as ice cores and tree rings by past cosmic rays from space. As the sun’s output 
varies, the radioactivity levels of these isotopes rise and fall, leaving an imprint 
of solar activity at the time.273

The variation in solar activity includes short-term fluctuations during the 
sun’s 11-year cycle, as well as longer-term increases or decreases in the average 
solar output that can have a significant effect on climate. As we saw earlier in 
the chapter, how much the sun is contributing to global warming depends on 
how much the sun’s average energy has risen since the Maunder Minimum, the 
period from 1645 to 1715 when there were almost no sunspots and solar activity 
was low – the years that coincided with the chilliest episode of the Little Ice Age.

According to the IPCC,274 the sun’s output right now has increased only slightly 
over the 300 years since then. If the IPCC is correct, it means that any solar 
contribution to global warming today is minimal. However, the IPCC’s conclu-
sion about the sun’s output is based on a very selective choice of historical data, 
namely the plucking out of one of the lowest available estimates of the boost in 
solar output since the Maunder Minimum.

The problem is that actual measurements of solar activity, apart from sunspot 
counts, date only from the beginning of the satellite era in 1978. To fill in the rest 
of the gap between the Maunder Minimum and now, we have to rely on theoreti-
cal reconstructions of solar output, based on a variety of proxies. Consequently, 
as stated in a recent review of the sun-climate connection, “…the extent of the 
positive drift in TSI [solar activity] between the Maunder Minimum and the 
present day is uncertain”.262

The IPCC’s low estimate of the increase in solar activity during the last 300 
years is derived from a reconstruction based on recorded sunspot numbers and a 
computer model.275 While computer simulations of the sun are probably no more 
reliable than computer climate models, other reconstructions of solar activity 
using different methods have arrived at similar low estimates.
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The 2007 IPCC report actually lists several estimates of the solar activity gain 
since the Maunder Minimum, the selected high estimate being three times larger 
than the low one based on sunspot proxies,276 but calculated instead from ice-core 
radioactivity levels.277

Needless to say, the IPCC then goes on to ignore all but the lowest estimate to 
calculate the solar contribution to global warming.278 Obviously, a bigger increase 
in the sun’s average output since the end of the 1600s would account for more of 
our recent global warming than the IPCC wants to admit.

In its 2001 Third Assessment Report, the incorrigible IPCC resorted to a differ-
ent subterfuge to minimize the sun’s effect on global warming.

Most of the estimates in that report weren’t based on proxy data from sunspots 
or ice cores, but on comparisons between the sun and similar stars, a method that 
is now largely discredited. But these comparisons yielded calculations of the solar 
activity gain since the Maunder Minimum even larger than the high estimate 
that the IPCC rejected for its 2007 report. To lower the big difference in solar 
output between past and present, the IPCC deviously measured the present-day 
increase only from the year 1750279 – well after the Maunder Minimum was over, 
and the sun’s intensity and the number of sunspots had returned to more normal 
levels. This ruse cut the solar activity increase since 1700 in half.

Once more, and on two separate occasions, the IPCC has cast aside the rules 
of science to prop up its unconvincing case for man-made CO2 as the source of 
global warming. As I discussed earlier, one of the cornerstones of the scientific 
method is that you don’t ignore or discard data just because it doesn’t fit your 
theory. Properly conducted science examines all the data, without bias.

So determined has the IPCC been to trivialize the role played by the sun in 
climate change that it doesn’t even bother to enumerate the solar contribution in 
its 2007 report. It appears that the IPCC estimates the solar portion of total global 
warming at only a few percent.280

But there’s plenty of evidence that solar activity has increased considerably over 
the last 300 years, and that the sun’s role in global warming has been underrated 
in IPCC computer climate models.
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NATURE’S WARMING: THE OCEANS
Natural climate variability includes several patterns of cyclic behavior. These 

come about through changes in wind and ocean circulation over months or years, 
but reveal themselves as fluctuations in temperature, rainfall and other features 
of our daily and weekly weather.

The familiar El Niño and La Niña cycles arise from seesaw changes in tropical 
ocean surface temperatures that cause drastic shifts in climate around the Pacific 
Ocean,281 for periods of a year or more at a time. The 1997-1998 El Niño, one of 
the strongest on record, raised surface temperatures around the world by 0.17o 
Celsius (0.3o Fahrenheit)282 – which is an appreciable fraction of the total global 
warming since 1850 – for a full year. More serious effects of El Niño and La Niña 
can range from catastrophic flooding in the U.S. and Peru to severe droughts in 
Australia. The cycles recur on a regular basis, although the intervals between 
them can vary quite a bit.

Other ocean oscillations that repeat at intervals from years to decades include 
the Pacific Decadal Oscillation, the North Atlantic Oscillation, the Arctic Oscil-
lation and the Atlantic Multidecadal Oscillation. Although IPCC computer 
climate models endeavor to simulate the various cycles, the models have been 
unsuccessful at predicting the timing and climatic effects of several of them.283

Before we look at one of these cycles (the Pacific Decadal Oscillation) in more 
detail, we’ll pause to examine several examples of a new line of investigation in 
climate science, involving interconnections between ocean oscillations and solar 
variability. It’s becoming increasingly apparent that the sun, the oceans and even 
clouds are tied together, as well as to the atmosphere, and it’s quite possible that 
their interactions have a far bigger effect on climate than CO2.

The Sun-Ocean Connection
In studying the 1,500-year solar cycle discussed at the beginning of this chapter, 

geologist Gerard Bond and his colleagues suggested two amplification, or posi-
tive feedback, mechanisms through which very small drops in solar activity may 
have triggered substantial climate change many times over the last 9,000 years.284 
The changes include abrupt cooling in the Netherlands, glacial advances in Scan-
dinavia and markedly reduced rainfall in the Persian Gulf.
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One of the suggested amplification mechanisms involves changes in the ozone 
layer, which I’ve already discussed. The other involves the oceans.

The hypothesis is that a slight fall in solar output could have slowed the turning 
over of deep ocean currents in the North Atlantic by lowering surface salinity. 
A similar slowing occurred at the end of the last ice age, caused not by the sun 
but by the sudden melting of ice sheets.285 The overturning of ocean water is part 
of the ocean conveyor belt that circulates water and heat around the globe, so 
any phenomenon such as solar variability that alters this circulation can affect 
global temperatures. In this case, the slowdown of the conveyor belt would have 
intensified the initial solar cooling, but the slowing could have been triggered 
equally well by solar warming.

A rather different ocean amplification mechanism has been proposed by a 
group of climatologists, in trying to explain the pronounced response of the 
Pacific Ocean climate system to the small variation in solar activity over the 
11-year sunspot cycle.286

The explanation involves another “bottom-up” mechanism, in which the 
additional ocean heating caused by a slightly stronger sun results in increased 
evaporation. This in turn produces heavier rainfall, stronger winds and fewer 
low clouds in the Pacific – raising sea surface temperatures, since low clouds cool, 
and amplifying the original warming via positive feedback. A similar explana-
tion applies to cooling. The combined effect of this bottom-up mechanism with 
“top-down” ozone amplification is to magnify direct solar heating by four times 
or more.287

Since oceans can store and transport vast amounts of heat – a characteristic 
known as thermal inertia – there is a time lag between changes in solar activity 
and corresponding changes in temperature. The oceans absorb most of the sun’s 
incoming heat near the equator and then transport it north or south, a process 
that takes about 8 to 12 years.226, 288

Because this time lag is approximately as long as an 11-year solar cycle, global 
surface temperatures in any particular cycle are determined by the length of the 
previous solar cycle, a recent Norwegian study has found – at least in the North 
Atlantic. The study also found that the solar contribution to global warming over 
the last 150 years was about 40% in Norway and up to 70% in nearby locations 
such as Iceland.289
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And, from an analysis of fluctuations in ocean heat content, a topic I’ll return 
to in the next chapter, Israeli physicist Nir Shaviv has concluded that total solar 
forcing is from five to seven times larger than that associated with direct solar 
warming. Such a large amplification factor would imply that the Earth’s climate 
is much more sensitive to the sun than to CO2.290 Of the various possible indirect 
amplification mechanisms, Shaviv favors cosmic rays.

 The Pacific Decadal Oscillation (PDO)
The Pacific Decadal Oscillation (PDO) has characteristics in common with El 

Niño and La Niña, but the cycle time is much longer – about 60 years for a full 
PDO cycle, compared with two to seven years between successive El Niño or La 
Niña events. Although the fluctuations of the PDO can be traced back at least 
several centuries, its distinctive pattern wasn’t recognized until the 1990s, when 
it was named by a U.S. fisheries scientist trying to explain the connection between 
Alaskan salmon harvests and the Pacific climate.

The PDO cycle switches between warm and cool phases. During the 30-year 
warm phase, when more El Niños occur, ocean surface temperatures in the 
northeastern Pacific are higher than normal, and the southeastern U.S. is cooler 
and wetter than usual. The 30-year cool phase, marked by an excess of La Niñas, 
is dominated by correspondingly lower ocean temperatures and warmer, drier 
conditions inland.

The other major multidecadal ocean cycle is the Atlantic Multidecadal Oscil-
lation (AMO), which has a cycle time of approximately 65 years. Like the slightly 
shorter PDO, the AMO alternates between warm and cool phases, although the 
warm phases usually last longer. The two cycles are compared in Figure 5.2.

Because the cycle times for the PDO and AMO are close to 60 years, it’s possible 
that one or both of these ocean oscillations is related to the proposed 60-year solar 
cycle underpinned by the motions of Jupiter and Saturn,227 a theory discussed 
earlier in the chapter. However, the astronomical model on which this theory 
depends is just a model and, like computer climate models, contains arbitrary 
adjustable parameters – though fewer of them.

Meteorologist Joe D’Aleo and others have pointed out that the warm and cool 
phases of the PDO coincided with the major periods of warming and cooling, 
respectively, in the 20th century.291 Even though the overall trend in tempera-
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tures since 1850 has been upward, there have been at least two intervals when the 
mercury took a dive for a decade or more (Figure 1.1). Each time that the PDO 
mode shifted from warm to cool, or vice versa, global temperatures switched 
accordingly.

Figure 5.2:  The AMO and PDO since 1900
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Source: ICECAP.293  The vertical scale shows the AMO or PDO index – a 
measure of Atlantic or Pacific surface temperature, respectively.  A posi-
tive index indicates warming, a negative index cooling.

To some skeptics, this coincidence explains global warming. But while the 
PDO may be an explanation for global warming, it is not simply because the 
temperature follows the warm and cool phases of the oscillatory cycle.

Roy Spencer and his research team at the University of Alabama in Huntsville 
have hypothesized that cloud changes associated with the PDO may be able to 
account for much of measured global warming,292 which the IPCC and climate 
change alarmists insist on attributing to CO2. The University of Alabama group 
is the same one that found evidence in satellite observations for negative CO2 
feedback from clouds, a subject discussed in Chapter 4.  The new global warming 
hypothesis also relies on satellite data.  
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TABLE 5.1:  NATURAL WARmING – ALTERNATIvES To Co2 

Alternative

1. Solar variability  
	 	 •	 	Solar	11-year,	87-year,	210-year	and	possibly	60-year	cycles.
	 	 •	 	An	increase	in	the	sun’s	average	output	over	the	300	years	or	so	

since the maunder sunspot minimum during the Little Ice Age.
	 	 •	 	Indirect	amplification	from	the	sun’s	deflection	of	cosmic	rays.	This	

deflection may reduce the cooling from low clouds when the sun is 
more active.

	 	 •	 	Indirect	amplification	from	the	sun’s	UV	radiation,	which	warms	the	
ozone	layer	and	shifts	wind	patterns	in	the	upper	atmosphere,	and	may	
affect clouds in the lower atmosphere.                  

2. Sun-ocean connections
	 	 •	 	Amplification	from	the	interaction	of	the	sun	and	oceans,	via	the	

slowdown of deep ocean currents caused by reduced surface salinity.
	 	 •	 	Amplification	from	the	interaction	of	the	sun	and	oceans,	via	a	reduc-

tion in low cloud formation resulting from heavier rainfall.
3.  Cloud fluctuations associated with the Pacific Decadal Oscillation (PDO), a 

natural climate cycle that switches between warm and cool every 30 years. 

WHAT’S WRONG WITH THIS PICTURE? 

•	 	The	IPCC	claims	erroneously	that	nearly	all	global	warming	is	caused	by	man-
made Co2, and that natural climate variability plays almost no role.

•	 	The	IPCC	wrongly	assumes	that	the	only	natural	contribution	to	the	modern	
warming	 trend	 is	direct	solar	effects,	and	deceptively	minimizes	even	 this	
contribution. 

•	 	Potential	sources	of	global	warming,	such	as	indirect	solar	effects,	sun-ocean	
linkages and natural climate cycles like the PDo, are omitted from the IPCC’s 
computer climate models.  most of the models don’t allow for time lags 
caused by ocean thermal inertia.

•	 	Most	of	the	IPCC’s	efforts	go	into	shoring	up	its	case	for	the	faulty	CO2 hypoth-
esis.  very little attention is paid to investigating alternative explanations for 
climate change – and only minimal funding is available for studying natural 
variability.
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What Spencer postulates is that the natural variability of the PDO causes 
changes not only in temperature and precipitation, but also in cloud cover. As you 
may recall, low-level clouds cool the Earth’s surface, while high-level clouds have 
a heating effect. Warming can originate from either a reduction in low clouds, or 
an increase in high clouds, or both.

The IPCC, Spencer points out, assumes that this kind of natural cloud variabil-
ity does not exist and that “the Earth stays in a perpetual state of radiative balance 
that has only been recently disrupted by mankind’s greenhouse gas emissions”.292 
Disputing this IPCC claim, Spencer says that his group has already shown theo-
retically that random variations in cloudiness on a daily basis can cause ocean 
temperatures to vary over decades, which is one of the signatures of the PDO.294

The University of Alabama proposal extends this idea to variations in cloud 
cover that occur not daily, but over timespans of up to 100 years – which might 
then cause long-term temperature changes such as global warming.  Although  
the  PDO is localized in the Pacific Ocean, the mixing of ocean waters around the 
world over a period of time can result in global cloud fluctuations.

Using a simple climate model with very few assumptions, and with fluctua-
tions in cloud cover directly related to the observed PDO undulations, Spencer 
simulated global temperatures for the 20th century.295 Astonishingly, this simple 
PDO model, on its own, can explain up to 75% of the global warming observed 
for the whole period from 1900 to 2007.

Analysis of the satellite evidence for PDO cloud fluctuations shows strongly 
negative cloud feedback, just as found in the earlier studies of other cloud data by 
Spencer’s team.296 Negative feedback diminishes the warming caused by atmo-
spheric CO2 acting alone, to a low or even an insignificant level.

In 2008, the 30-year PDO warm phase that began in 1977 came to an end 
(Figure 5.2). This ushered in a new cool phase, just as the shift that occurred in 
the 1940s resulted in global cooling for the 30 years that followed. It’s important 
to note that these cooling spells are also predicted by the PDO cloud fluctuation 
model, the basic idea being that the PDO causes long-term variability in cloud 
cover that leads to global warming and cooling.

Of course, a single study doesn’t make a compelling case for PDO cloud fluc-
tuations causing 75% or more of the global warming that we’ve seen so far. But, 
since the IPCC and climate change alarmists are most likely wrong about CO2, 
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the PDO theory is certainly a good candidate for an alternative, natural explana-
tion. Further investigation may well validate this alternative theory.

How very different these natural explanations are from the CO2 story pushed 
by the IPCC and climate change alarmists! According to the CO2 hypothesis that 
we’ve examined at length in previous chapters, nearly all the warming measured 
since 1850 has been caused by human emissions of CO2.

Natural cycles, such as solar cycles, ocean oscillations and the PDO cloud 
changes discussed here, have been summarily dismissed by the IPCC – which 
makes the sweeping assumption that the only source of natural climate vari-
ability that contributes to global warming is solar activity.297 And it resorts to 
deception to minimize even this contribution.

Admittedly, our current understanding of natural variability is poor. But that’s 
no reason to exclude natural causes, other than the sun, from computer climate 
models.

The IPCC says its computer models are unable to match the measured tem-
perature record for the 20th century if the models include only natural sources 
of warming.298 That’s because the only natural sources simulated by the models 
are direct solar effects, not to mention the intrinsic limitations of the models 
themselves. All other natural possibilities, including indirect solar effects such as 
cosmic rays and ozone, plus sun-ocean connections and climate cycles like the 
PDO, are omitted.

The IPCC makes much of its supposed ability to detect an “anthropogenic 
signal” in climate data, especially the temperature record, as substantiation of 
man-made global warming.299

All this means in reality is that computer climate models, with all their assump-
tions about CO2 and the climate system, can be adjusted to simulate the climatic 
record – and that’s not at all surprising, with so many variable parameters to 
play with. The apparently good fit to climate data doesn’t validate the models nor 
authenticate the connection between CO2 and global warming.

The unlikelihood that CO2 plays any significant role in climate change is clear 
from the temperature record for the 11,000 years that have elapsed since the end 
of the last ice age.
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During this long interglacial epoch, when human civilization developed and 
thrived, there have been several periods of global warmth, all of which were 
warmer on average than our present climate and occurred long before factories 
and SUVs began adding CO2 to the atmosphere. These hot spells included the 
Medieval Warm Period, the Roman Warming about 1,000 years earlier and the 
Minoan Warming 1,000 years before that (Figure 5.3), along with others.

Figure 5.3:  5,000 Years of Central Greenland Temperatures
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Source: Foresight Institute.300 The horizontal scale shows the year 
and the vertical scale gives the surface ice temperature in oC. The 
Medieval Warm Period corresponds to the peak on the right, the 
Roman Warming to the two peaks immediately to the left, and the 
Minoan Warming to the highest peak.

But unfortunately, an adequate understanding of natural climate variations is 
sadly lacking. For the last 25 years, the climate science community in general, 
and the IPCC in particular, has been obsessed with CO2. If just a small fraction 
of the countless hours and weeks of effort that have been wasted trying to justify 
the CO2 theory had instead been devoted to studying natural causes of rising 
temperatures, we might by now have had enough data to properly evaluate the 
alternative explanations.
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Chapter 6:  Global Cooling

Alternative explanations aside, climate change alarmists now have to grapple 
with a big nail in the man-made global warming coffin. To their enormous 
embarrassment, global temperatures have been falling – slightly – since about 
2001. And this despite the fact that humans are continuing to release more and 
more CO2 into the atmosphere.

That’s right, it’s been cooling. As the data comes primarily from NOAA and 
the UK’s HadCRU, both of which manipulate temperatures to exaggerate global 
warming as we saw in Chapter 2, you can be pretty sure that the modest amount 
of cooling these two temperature custodians admit has occurred is really an 
underestimate – and that the actual drop since 2001 is much bigger than they’re 
saying.

Perplexed, global warming alarmists around the world are calling the cooling 
a “hiatus”. But by 2012, the hiatus was at least 11 years old and counting.301 If 
it persists for another few years, the argument that periods of less than 10 to 
15 years are too short to define a climate trend will lose its validity, and a lot of 
climatologists will have egg on their face.

REVERSAL OF FORTUNE
Despite warmist protestations about the veracity of reports on the cooling trend 

when it first became evident several years ago, the temperature downturn gained 
credibility in 2009 with the release of a study by two mathematical scientists at 
the University of Wisconsin-Milwaukee.302
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The study found not only that global temperatures have leveled off and decreased 
since late 2001, after rising steadily for the previous 30 years (see Figure 6.2), but 
also predicted that the cooling will continue for several decades. Stating that the 
cool spell can’t be attributed to any particular cause, although it must be natural, 
coauthor Kyle Swanson remarked, “This is nothing like anything we’ve seen since 
1950”.303

Figure 6.1 displays average global temperatures since 2001, showing the unmis-
takable dip. Up to 2011, the worldwide average temperature had declined about 
0.05o Celsius (0.09o Fahrenheit) from 2001.304 The decline cancels out about 10% 
of the gain from the warming spurt between 1970 and 2000.

Figure 6.1:  The Recent Temperature Record
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Source: RSS.306  The connected data points, from the RSS satellite 
record, show the temperature anomaly in oC at monthly intervals 
since 2001, while the sloping line is a trend line. 

You’ll be wondering, no doubt, how the IPCC and climate alarmists are dealing 
with all this. It certainly came as a shock to the global warming faithful, as a 
frustrated Kevin Trenberth’s Climategate email in 2009 reveals:
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Well … where the heck is global warming? … The fact is that 
we can’t account for the lack of warming at the moment and 
it is a travesty that we can’t.  The … data are surely wrong.  
Our observing system is inadequate.305

If  experimental  observations  don’t  match  the theory,  blame  the data  or the 
measurements!307 We’ll see another example of this contorted thinking later in 
the chapter.

Some alarmists at the time declared that cooling was really part of global 
warming.308 But once the folly of such illogical and farfetched reasoning was 
exposed, the alarmists adopted a more desperate ploy – that the new signature 
of CO2-induced climate change should be extreme weather events, not higher 
temperatures. However, the general public isn’t buying this idea.

Nonetheless, we should recognize that an extended period of cooling – even if 
it lasts for another 30 years – isn’t necessarily the end of global warming. Shown 
below (Figure 6.2), and also in Chapter 1, is the temperature record from 1850, 
which is roughly when modern global warming is considered to have begun. 
As you can see, there have been several cooling stretches over this time, during 
which the mercury climbed about 0.8o Celsius (1.4o Fahrenheit) overall.

The chart in Figure 6.2 can be divided into five time periods of close to 30 years

Figure 6.2:  The Temperature Record from 1850
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each, in which the temperature alternately rose and fell. From 1850 to 1880 the 
temperature increased; from 1880 to 1910 it went down again, only to go up once 
more until 1940; and so on.

Computer climate modelers attribute the cooling that occurred between 1940 
and 1970 to aerosol particles in the atmosphere, generated by coal-fired power 
plants that mushroomed during the period of accelerated industrial development 
after World War II. According to believers in the CO2 hypothesis, this cooling 
effect dominated the warming trend from CO2 emissions for all those years, but 
gave way to overall warming in the 1970s as clean air acts in several countries 
reduced global emissions of sulphate aerosols.310

Convenient as this explanation may be, nevertheless, it doesn’t readily account 
for the current cooling trend. Present global aerosol emissions are thought to 
be well below those of the post-World War II period, despite the rapid indus-
trialization of China and India, where aerosol emissions are rising. And even 
the alarmist IPCC concedes that its level of scientific understanding of aerosol 
forcing ranges from “low” to “medium-low”.311

The temperature decline from 1940 to 1970 could equally well be associated 
with fluctuations in natural cycles, something that computer models ignore. In 
fact, the alternating pattern in the temperature record shown in Figure 6.2 goes 
back all the way to 1470, with a cycle time of around 27 years.312

That 30 years is the cycle time for the warm or cool phase of the Pacific Decadal 
Oscillation and also approximately for the Atlantic Multidecadal Oscillation 
may be significant, though our knowledge of both natural cycles is too limited at 
present to draw any definite conclusions from this observation. There may also 
be a connection to the proposed 60-year solar cycle that I discussed in Chapter 
5, the cycle being based on an astronomical model that correctly reproduces the 
current cooling trend.

What  will  happen  when  the  recent dip  in  temperature comes to an end is 
anyone’s guess.  Based on the 30-year historical pattern just discussed, we might 
expect another bout of warming. Indeed, the University of Wisconsin study 
concludes that the present cooling is “superimposed upon an overall warming 
presumably due to increasing greenhouse gases”.302

But this assumes that the underlying climate driver is CO2, an assumption that 
is very likely incorrect as we’ve seen. And even though the study authors profess 
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allegiance to the CO2 hypothesis, that may be just for the purpose of maintaining 
their standing in the climate science community.

As discussed in Chapter 4, the sensitivity of the Earth’s climate system to added 
CO2 is unlikely to be anywhere near as high as the IPCC claims. The very fact 
that we’re currently in a cooling period while CO2 is still rising attests to low CO2 
sensitivity.

So it’s not at all certain that temperatures will resume their previous ascent when 
the natural source responsible for the present decline switches off in perhaps 20 
or 30 years. It’s entirely possible that some other source of natural variability will 
kick in and keep the temperature trending down.

We saw in the previous chapter how the sun’s 87-year and 210-year cycles may 
result in much cooler conditions by 2030 or 2040. In addition, an irregular solar 
cycle resulting from magnetic changes inside the sun is likely to send it into what 
is known as a grand solar minimum, within the next 40 years.313, 314 And accord-
ing to the Norwegian study cited in Chapter 5, the 13-year extent of solar cycle 
23 (see Figure 5.1) – almost two years longer than normal – already portends a 
drop in temperature of at least 1.0o Celsius (1.8o Fahrenheit) in Norway and the 
North Atlantic, during cycle 24 that ends around 2020.288 That’s more than the 
global warming increase for the Northern Hemisphere over the last 160 years!

By analogy to the pattern shown by past warmings (Figure 5.3), astrophysi-
cist Gordon Fulks has suggested that the present bout of cooling may signify a 
turning point in the modern warming trend, which really began shortly after 1900 
(Figure 6.2). Most of the previous interglacial warmings lasted about 200 years, so 
that the 20th-century upswing should be followed by a 21st-century downswing, 
each approximately 100 years in length.315 If that’s the case, the temperature may 
already be on its way down permanently.

But we just don’t have enough knowledge of the climate to make a reliable 
prediction one way or the other, to say whether it will warm, or cool further, 
when the present cooling is over. A quick glance at the long-term historical record 
(Figure 2.3 or Figure 5.3), however, tells us that global temperatures are always 
going up and down over short periods of time.   
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CRYING WOLF
Global cooling, even for a limited period, isn’t in the IPCC playbook. If not hell 

on earth, something close to it is projected by the IPCC’s most recent report, with 
global temperatures escalating from now until the end of the 21st century and 
beyond. Along with the nonstop warming, says the report, will come intensified 
heat waves, surging sea levels, and prolonged droughts.316

All these projections are based on the IPCC’s computer climate models – which, 
as we know, rely heavily on CO2 (and other greenhouse gases), with a very small 
contribution from the sun but not from any other natural sources. The predic-
tions encompass a range of futuristic scenarios that embrace varying estimates 
of CO2 emissions, global population and economic growth.317

While the various scenarios result in different predictions of the assumed tem-
perature leap by century’s end, the warming calculated for the first few decades 
until 2030 is almost the same in all pictures. From 2001 to 2011, the global 
warming projected by the IPCC was about 0.22o Celsius (0.40o Fahrenheit).318

How wrong can one be?
Over these 10 years, average surface temperatures dropped by about 0.05o 

Celsius (0.09o Fahrenheit), as we’ve seen. This means the IPCC overestimated 
the temperature for 2011 by close to 0.3o Celsius (0.5o Fahrenheit).319 That’s about 
half of the temperature increase since 1970,320 and around one third of that for 
the whole period since 1850.

Consumed by recent high temperature readings that were the highest in hun-
dreds of years, the IPCC failed to even notice the cooling downturn. Its 2007 
report includes recorded temperature data to as recently as 2005, four years into 
the slump, and yet its projection graphs show the temperature inching up every 
year from 2000.318 Talk about not having your act together.

The IPCC’s temperature estimates for the first decade of the century are so far 
from reality that it’s impossible to give any credence at all to its inflated projec-
tions for 2100, projections in which the IPCC claims to have a confidence level 
of 66%.321

And it’s not just temperature predictions on which the IPCC and alarmists in 
general are crying wolf. The list of highly questionable IPCC projections for our 
future climate includes heavier rainfall, more intense hurricanes and widespread 
thawing of permafrost.322 There’s little likelihood that any of these will occur if 
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the climate is dominated not by CO2 emissions, but by natural variability that is 
currently cooling the globe down.

Global warming alarmists made hay of Hurricane Katrina, the deadly hur-
ricane that struck the U.S. Gulf Coast in 2005, causing widespread flooding and 
devastation. It was all too easy to attribute such a costly disaster to climate change. 
Indeed, the IPCC maintains that “intense tropical cyclone activity has increased 
since about 1970”, and that tropical cyclones (which include hurricanes and 
typhoons) are now much stronger and longer lasting than before, due to global 
warming.323 The IPCC also predicted that future tropical cyclones will become 
more powerful yet, though the total number is not expected to increase.324

But in fact, hurricanes and tropical storms are currently becoming less intense, 
if anything. A commonly used measure of tropical cyclone strength and duration 
is now at its lowest point since the mid-1970s (Figure 6.3).  This almost certainly 
reflects recent global cooling, just as the previous upward trend in cyclone activ-
ity noted by the IPCC, and visible in Figure 6.3, was indicative of the warming 
surge that ended in 2000.

Figure 6.3:  Tropical Cyclone Activity since 1972
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Source: Maue.325

Moreover, attempts to link a 2011 spurt in killer U.S. tornadoes to climate 
change have recently been debunked, by none other than the National Climatic 
Data Center (NCDC), which is an arm of NOAA. An NCDC analysis shows 
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essentially no trend in the incidence of the strongest twisters over the past 55 
years.326

A possibly more pressing issue, often in the news these days, is the extent of 
Arctic sea ice. For years, those who adhere to the theory that CO2 causes global 
warming have been lamenting the retreat of glaciers, the disappearance of snow 
caps from lofty mountains, and the shrinkage – from the early 1970s to about 
2006 – of the ice cap at the North Pole. If only we’d stop loading the atmosphere 
with more CO2, they contend, all of this could be reversed.

The shrinking of the polar ice cap has in truth been quite dramatic. Satellite 
measurements show that Arctic ice cover in the summer months, when the ice is 
at its minimum extent, contracted at a rate of 7.4% per decade from 1979 to 2005, 
which is a total reduction of 20% over that period.327

You don’t have to be a rocket scientist (or even a climate scientist) to figure out 
that, if the same trend continued, the ice cap wouldn’t be here much longer. In 
2008, an ice scientist declared that Arctic ice was “in a death spiral” and could be 
completely gone in summer by about 2030.328 No more ice to fend off the global 
warming rays of the sun’s summer heat,329 no more habitat for polar bears.

But a funny thing happened on the way to disaster. Since at least 2007, and 
perhaps a year or two earlier, Arctic ice has been expanding again.330

The summer ice cap in 2008 was 9% larger than the minimum reached in 2007, 
the minimum that had sent alarmists into such a frenzy. In other words, the gain 
in just one year was greater than the loss over a whole decade during the 1980s 
and 1990s. Although  summer ice cover in  2011  was only slightly  greater than 
the  2007 minimum,331 winter ice early in 2012 was well above its extent for the 
last few years,332 especially in the Bering Sea.

Of course, the recovery of the ice cap that appears to be underway is probably 
linked to the cooling trend discussed in the previous section. Climate change 
alarmists want none of it, however, and insist that the recovery of Arctic ice is 
merely part of the global warming hiatus mentioned earlier in the chapter. But 
we’ve already seen that Antarctic sea ice has been growing for over 30 years, with 
the result that global sea ice area has remained much the same over the whole 
period333 – a period during which temperatures rose considerably.

Global cooling, it seems, is here to stay for a while. It will be interesting to see 
what distortions of the truth the IPCC comes up with in its next assessment 
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TABLE 6.1:  GLoBAL CooLING

The IPCC’s stand 

•	 	Global	temperatures	will	continue	to	increase	steadily	through	the	end	of	the	
21st century, unless we rein in our emissions of Co2.

•	 	Consequences	of	global	warming	such	as	more	intense	hurricanes,	shrinking	
of the Arctic ice cap, and retreating glaciers, will get worse without action on 
Co2.

•	 	Missing	heat	from	the	ever	increasing	CO2 level must be hiding in the deep 
ocean, a conclusion reached since publication of the IPCC’s 2007 report. 

•	 	The	oceans	will	continue	to	warm	overall,	causing	sea	levels	worldwide	to	
rise drastically.

WHAT’S WRONG WITH THIS PICTURE? 

1.  man-made Co2 is highly unlikely to be the primary cause of global 
warming, as discussed in previous chapters.

2.  Since 2001, global temperatures have fallen by about 0.05o	Celsius	(0.09o 
fahrenheit). A recent study predicts that the cooling trend may continue 
for up to 30 years. 

3.  The IPCC’s most recent report doesn’t predict any cooling at all, and 
overestimated	the	projected	temperature	for	2009	by	0.3o	Celsius	(0.5o 
fahrenheit) – which is a third of the total global warming since 1850.

4.  Average hurricane strength and duration are currently at exceptionally 
low levels, reflecting the global cooling trend. 

5.  Although Arctic sea ice shrank from 1979 to 2005, it has begun to expand 
again, probably due to global cooling. Antarctic sea ice has been growing 
for more than 30 years.

6.  The missing ocean heat hypothesis is based entirely on computer climate 
models that overestimate climate sensitivity to Co2 and have made many 
failed predictions. 

7.  A 40-year warming of the world’s oceans ended in 2003. Since then, the 
oceans have cooled, and the rate of increase in sea level has slowed.
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report (due in 2014) in order to explain so many failed predictions about global 
warming.

MISSING OCEAN HEAT
The oceans, as we saw in Chapter 5, play a key role in regulating global tempera-

tures because they can hold a lot more heat – about 1,000 times more – than the 
atmosphere. Almost 90% of the heat that global warming has added to the Earth’s 
climate system over the last 50 years is sitting in the oceans.334 The oceans can also 
hold much more CO2 than the atmosphere. Both heat and dissolved gases such 
as CO2 are initially stored in the upper layers of the global ocean, where they can 
be readily exchanged with the air above.

Global warming or cooling shows up in the oceans in two ways. First, sea surface 
temperatures rise or fall, just as the surface temperature does on land. Second, the 
total heat stashed away in the ocean depths changes with temperature, more heat 
being stored as the Earth warms and less as it cools.

The cooling trend that began in 2001 is visible in both land and sea surface 
temperatures, though these are usually combined to produce records like those 
in Figures 6.1 and 6.2. The same downturn, delayed by about two years, has been 
seen as well in ocean heat content – a quantity that is calculated from Argo float 
observations.335

The Argo profiling floats are robotic buoys that patrol the world’s oceans, 
sinking more than a mile deep once every week or so and then bobbing up to 
the surface, taking the temperature of the water as they ascend. When the floats 
eventually reach the surface, the data is transmitted to a satellite.336

Measurements of ocean heat content are important because of its close relation-
ship to global energy balance, which refers to the balance between the amount 
of sunlight absorbed at the top of the Earth’s atmosphere and the amount of 
energy that the Earth radiates away to space. Any imbalance in the direction of 
net sunlight absorption results in global warming.337

But the diminishing ocean heat content measured from 2003 to at least 2008 
is a major conundrum for believers in the CO2 global warming hypothesis. If 
the CO2 level in the atmosphere continued to rise over this period, while global 
temperatures and ocean heat were falling, then where’s the heat from the CO2?
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According to climatologist Kevin Trenberth and other climate change alarm-
ists, the missing heat is hiding in the deep ocean, where it can’t be measured!338 
A new twist on “hide the decline”.

This is strangely reminiscent of Scotland’s Loch Ness Monster, supposedly 
photographed in 1933 but now widely thought to be a myth because of a lack of 
sightings, and is like telling a child that Santa Claus lives at the North Pole. As 
there’s currently no way to measure the heat content of the deep ocean, what else 
could be more convenient than claiming that global warming is lurking in Davy 
Jones’s locker?

Maybe the heat isn’t really missing at all. You probably won’t be surprised that 
the missing heat conjecture is based solely on computer climate models – models 
that greatly exaggerate the sensitivity of our climate to CO2, as I discussed before.

Needless to say, NOAA refuses to recognize the existence of any problem, by 
ignoring the Argo float data and adhering instead to measurements of ocean heat 
content founded on out-of-date and less reliable technology.339 This data shows 
the heat content increasing relentlessly, in lockstep with CO2 – despite the admis-
sion by NOAA oceanographer Sydney Levitus that the data is biased.340

The true believers maintain that a 2011 study by scientists at the National Center 
for Atmospheric Research (NCAR) in the U.S. and Australia’s Bureau of Meteo-
rology341 shows that indeed deep oceans can sequester heat during intervals of 
respite from global warming. But again, the study relies on computer climate 
simulations. We’ve already seen how deficient computer models are in simulating 
and predicting other aspects of global warming.

According to the study authors, the simulations show that during hiatus 
periods, deeper ocean layers absorb a disproportionate amount of heat, owing 
to changes in ocean circulation. Below about 300 meters (1,000 feet), the global 
ocean supposedly warms 18% to 19% more during hiatuses than at other times. 
In contrast, the shallower ocean layers above 300 meters purportedly warm 60% 
less than they do during non-hiatus periods.342

Nevertheless, not only is this prediction based on a computer climate model 
with all its shortcomings but, as Roger Pielke Sr. points out, heat that finds its way 
to the deep ocean must first pass through the upper ocean layers – a phenomenon 
that has not been observed in the Argo floats.343
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One recent analysis of Argo float data, in which ocean heat content and other 
variables were measured to a depth of 1500 meters (1 mile), does appear to indicate 
an increase in heat content over this depth, between 2005 and 2010.344 However, 
the precision of this analysis has been seriously questioned.345

In any case, it’s clear that the oceans have stopped warming.346 This may have 
happened once before for a short period, in the 1960s, although the overall trend 
in stored ocean heat from then until 2003 has been upwards.340 While it remains 
to be seen how long the present interruption in ocean heating will last, every 
indication is that global warming – of land masses, the oceans, and polar ice – is 
over for now.

The IPCC had little to say in its 2007 report about ocean cooling, except to 
mention that after the oceans had warmed by 0.1o Celsius (0.2o Fahrenheit) from 
1961 to 2003, there had been “some cooling”.347

Sea Levels
Ocean warming or cooling has important ramifications for sea levels. Since 

water takes up more volume as it warms, higher ocean temperatures raise the 
average sea level; conversely, lower temperatures bring the level down. Sea levels 
also rise as glaciers and ice caps melt, but by far the biggest contribution currently 
comes from thermal expansion of the oceans.348

Historically, sea levels were measured by a worldwide network of tide gauges, 
consisting most often of a float inside a protective well. Since 1992, this older 
method has been replaced by satellite altimetry.

Both methods have their pluses and minuses. The principal problem with tide 
gauges is shifts in the ground under the gauge, from land subsidence or uplift 
– subsidence resulting in overestimation of the tide level and uplift resulting in 
readings that are too low. Satellite observations can make very accurate measure-
ments of sea level but, like other satellite data, are subject to bias that must be 
corrected for.

The gradual heating of the Earth’s oceans over the modern global warming 
era is reflected in the globally averaged sea level, as documented by the IPCC.349 
For the whole 20th century, the rate of sea level rise calculated from tide gauge 
measurements was about 1.7 mm (about 1/16th of an inch) per year, increasing 



- 113 -

GLoBAL CooLING

to 1.8 mm per year for the period from 1961 to 2003.350 That’s 17 to 18 cm (6 to 7 
inches) per century.

For the last decade of this period, when global temperatures were escalating 
rapidly between 1993 and 2003 (see Figure 6.2), satellite altimetry shows an 
apparently higher rate of sea level rise, of 3.1 mm (about 1/8th of an inch) per 
year.351 However, even the IPCC concedes it doesn’t know whether this higher 
rate is due to “decadal variability” – part of normal oscillations in the rate of 
rise – or a jump in the longer-term trend.347

But recent satellite and tide gauge data both indicate a slowing down of sea level 
rise after 2003, and no change at all in the average sea level from early 2010 to early 
2012352, 353 – suggesting that sea levels are behaving in the same way as ocean heat 
storage which, as we’ve just seen, has declined since 2003.

The prospect of massive flooding of low-lying coastal areas and islands, from 
the IPCC’s projected rise in sea levels arising from global warming, has captured 
the public imagination and the attention of the media like no other potential 
change in our climate. But as with future warming, the melting of Arctic sea ice, 
and ocean heat content, the IPCC and other alarmists may once more be crying 
wolf.
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Chapter 7:  Why It Matters

Almost everything in the book so far has been about the science of global 
warming. That’s because the IPCC’s reports – which have become the mani-
festo for climate change alarmists – are founded on flawed science and abuse of 
the well-established scientific method. I’ve shown just where the IPCC has gone 
astray scientifically in trying to tie global warming to man-made CO2.

But, the science aside, why does it matter?
Whether or not climate change comes from CO2 is important because the 

human race has embarked on what could become one of the costliest efforts ever 
undertaken, just in order to curtail CO2 emissions. The effort could cost the U.S. 
alone up to $2 trillion,354 which is half as much as the country spent on World 
War II.355

Trillions of dollars could be squandered, to fix a problem that doesn’t exist. 
Global warming may be real, but there’s next to no evidence that CO2 has very 
much to do with it.

Nonetheless, global warmists are pushing hard for measures to shrink our CO2 
output, such as emission caps, carbon taxes, tradable carbon credits, and reduc-
tion of fossil fuel subsidies. Legislative bodies around the world have jumped on 
the carbon bandwagon, beginning with the UN Kyoto Protocol to limit produc-
tion of CO2 and other greenhouse gases.

Carbon pricing is already upon us. But as recent experience in several countries 
has shown, no legislation, whatever its intent, can guarantee lower CO2 emissions. 
And even if CO2 discharges were to drop, it would hardly make any difference 
to global warming.
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THE CARBON PRICING BOONDOGGLE
According to alarmists, human CO2 emissions are a serious threat to our 

planet and need to be scaled back before the climate reaches a point of no return. 
Mistaken though this notion is, the alarmist community long ago realized that 
curbing CO2 would require intervention of some kind. The biggest sources of CO2 
are power plants and smokestack industries, neither of which is inclined to take 
voluntary action on an invisible gas that has no known health effects at its normal 
atmospheric concentration.356

Because direct regulation is not a very cost-effective approach, given its need for 
an extensive bureaucracy and an inspection system, interest usually focuses on 
a market-oriented alternative such as an emissions tax or a trading scheme often 
known as cap-and-trade. Various forms of taxation and cap-and-trade systems 
already exist around the world, on a national or regional level, to limit the emis-
sion of several genuinely toxic pollutants – of which CO2 is not one – into the air.

A carbon tax simply penalizes excessive production of CO2. The general idea 
behind a CO2 cap‐and‐trade system is to lower production by imposing limits 
or caps, in the form of tradable allowances to emit so many tonnes357 of CO2 
per year. To slow the buildup of CO2 in the atmosphere, the overall cap can be 
progressively reduced.

Individual caps can be exceeded by purchasing additional allowances, known 
as carbon credits, either directly from other emitters that churn out less CO2 than 
their allocated amount, or through a financial exchange. In addition to trading 
carbon credits, participants in the exchange can acquire them by investing in 
low-emissions projects in developing countries like Indonesia, where it costs less 
to cut back on CO2 than in their own backyard.

The first global cap-and-trade scheme for greenhouse gases, including CO2, 
was established by the Kyoto Protocol in 1997 and finally took effect in 2005.358

The Kyoto scheme set legally binding targets for the industrialized countries, 
with the goal of reducing global greenhouse gas emissions by an average of 5.2% of 
1990 levels, over the five years from 2008 to 2012. Several countries were allowed 
to increase their emissions during this period. Altogether, 191 nations had signed 
the protocol by late 2011. The U.S. signed, but never ratified, the protocol because 
China and India – who together emit almost a third of the world’s CO2, and more 
than the U.S.359 – are exempt from its requirements.
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It has probably occurred to you, even after the short description above, that a 
cap-and-trade system is far more cumbersome administratively than a simple 
emissions tax on CO2. However, neither method has been universally successful 
so far in reducing CO2 emissions.

Norway, which in 1991 enacted a carbon tax covering approximately 65% of 
the country’s CO2 emissions,360 saw its CO2 output climb by 18% from 1992 to 
2007.361 Its neighbors Sweden and Denmark, on the other hand, were able to make 
modest CO2 reductions after initiating similar taxes around that time. Among 
industrialized countries with no carbon taxes, France saw its CO2 emissions go 
up about 11% over the same period, while Germany cut its CO2 production by 
8%.362

The track record for cap-and-trade, which is really a tax in disguise, is even less 
impressive. The European Union’s Emissions Trading Scheme (ETS), started in 
2005, is the largest cap-and-trade system in the world and accounts for almost 
half of Europe’s CO2 emissions.363 Yet in the two years to 2007, the marginal 
increase (less than 1%) in European CO2 output was hardly any different from 
the increase for North America,361 which has not adopted any cap-and-trade plan 
except in isolated states and provinces.

Of course, since CO2 has little effect on global temperatures, carbon taxation 
and CO2 cap-and-trade are both a massive waste of our time and effort. Carbon 
pricing is money down the drain.

It’s the economic cost of carbon pricing that societies and governments need 
to take a long, hard look at. The cost is high, because a large proportion of global 
economic activity depends on carbon through the burning of fossil fuels. In the 
U.S., around 85% of energy consumption is carbon-based, and energy use under-
lies nearly every sector of the economy.

What’s the cost to society of lowering CO2 emissions?
The U.S. Congressional Budget Office (CBO) – well known for its impartial and 

accurate financial analyses of proposed government programs – has examined 
this question several times, primarily for CO2 cap-and-trade schemes. In a study 
conducted in 2000, based on 1998 emission levels, the CBO estimated that a 15% 
cut in CO2 emissions would cost the average U.S. household from 2% to 3% of its 
annual income, across the whole economic spectrum.364
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While this may not sound like much, the percentage increase is about the same 
as the inflation rate in the U.S. during the 2000s. It’s common knowledge that 
those who live on a fixed income, such as seniors, quickly find themselves in a 
financial squeeze without annual adjustments for inflation – so a cost increase 
of even a few percent for a cap-and-trade system would unquestionably have a 
significant impact on all but the very rich.

Indeed, the CBO report points out that the burden of a CO2 trading plan, which 
would raise prices for energy and energy-intensive goods and services, would fall 
more heavily on the poor than on the rich.365 This is because the poor spend a 
larger percentage of their income on energy costs than those who are better off. 
So cap-and-trade is equivalent to a regressive tax.

An analysis by the U.S. Environmental Protection Agency (EPA) of a proposed 
cap-and-trade bill in 2008 predicted that by 2030, electricity prices would be 
from 35% to 79% above normal.366 Even higher estimates of energy prices came 
from the U.S. National Association of Manufacturers (NAM), who projected that 
households would pay between 101% and 129% more for their electricity by 2030 
under the proposed legislation.367 It’s only the utility companies that stand to gain 
from a CO2 trading system.

Advocates of the alternative taxation approach to carbon pricing point out that 
tax revenues can be used to offset the higher cost of living due to the tax. For 
example, low‐income households and others who bear a disproportionate share 
of the tax burden can be compensated.

But higher energy costs can cause bigger problems. Although rising energy 
prices alone are not believed to cause recessions, most economists agree that 
more expensive energy increases the risk of an economic downturn and that, 
along with other factors, increased energy prices will trigger a recession.

In fact, the very introduction of CO2 cap-and-trade in the European Union 
and the subsequent boost in energy prices may have helped set off the current 
European debt crisis and tipped much of the Union into a new recession. As we 
are all well aware from recent experience, recessions mean lost jobs as well as 
other misery.

Global warming alarmists, invoking the precautionary principle, argue that 
the cost of taking steps to limit CO2 emissions far outweighs the cost of doing 
nothing, that the cost of carbon pricing is small compared to the benefits of not 
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letting our climate get out of control. If there were an established link between 
CO2 and global warming, I’d agree with them.

But since there’s little, if any, connection, why risk economic disaster?
The irony of the Kyoto Protocol for lowering global CO2 emissions is that the 

protocol had its roots in the earlier UN Framework Convention on Climate 
Change, a treaty adopted in 1992. The treaty’s stated objective was to stabilize 
greenhouse gas concentrations in the atmosphere in order to prevent interfer-
ence with the Earth’s climate, but only in ways that would not disrupt the global 
economy.368 Ignoring the issue of whether the treaty was right about CO2, the 
only mechanism the UN has actually been able to come up with for reducing 
CO2 levels is a cap-and-trade plan that may already be contributing to the current 
economic slump.

Europe’s Failed Cap-and-Trade
Twice in seven years, the European Union has failed in its attempts to introduce 

a viable cap-and-trade system for CO2.
If anything, Europe’s ETS has achieved the opposite of what was intended. 

Instead of greenhouse gas emissions going down, the amount of CO2 pumped 
into European skies has gone up, and the cost of emitting CO2 has fallen through 
the floor. It’s currently far more profitable for utilities in Europe to burn more 
carbon-based fossil fuels than ever before, rather than investing in carbon-free 
alternative energies, as was hoped.

The first CO2 cap-and-trade market in Europe began in 2005. It included about 
11,000 of the larger power plants and industrial facilities that together account 
for almost half of European CO2 emissions. The trading price of allowances, after 
rising initially to a peak of around €30 per metric ton ($36 per U.S. ton) of CO2,369 
collapsed to under €0.10 per metric ton by the end of 2007.370

What happened essentially is that European governments, who were given the 
task of allocating the allowances, allocated too many, and gave most of them away 
free rather than auctioning them to create a more valuable commodity. Some 
companies, especially electrical utilities, promptly sold their excess free credits, 
resulting in windfall profits that were never intended as part of the plan.

In addition, over the three years that the scheme was to run, nearly every 
country sought to increase its base CO2 cap over past emission levels, completely 
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defeating the purpose of cap-and-trade. Only Germany and the UK asked for 
carbon caps lower than their past emission histories.

Needless to say, verified CO2 emissions in Europe increased between 2005 and 
2007, by about 2% overall,371 and a large number of member states did not meet 
their emission targets.

These disastrous results prompted the European Union to tighten national caps 
for the second phase of its trading scheme, scheduled to operate from 2008 to 
2012, with total CO2 allowances being cut 7% below 2005 emission levels.372 The 
allocation system for allowances was also toughened up and, in 2012, aviation 
emissions of CO2 were included.

But the second attempt at regulating CO2 emissions has fared as poorly as the 
first. By February 2009, the price of what some traders call “hot air” had fallen 
below €10 per metric ton ($12 per U.S. ton) – just as the price of CO2 had done a 
year into the original cap-and-trade market, three years earlier. After recovering 
to around €15 per metric ton during 2010 and 2011, the price dropped to €6 per 
metric ton in 2012.373 This price is considered much too low to stimulate low-
carbon investment.

The second failure of Europe’s ETS has been blamed on an oversupply of allow-
ances, just like the first. But this time, the reason wasn’t government largesse in 
giving away too many free credits, but rather economic conditions together with 
the European renewable energy directive.374

As demand fell and factories trimmed their output during the Great Recession, 
companies needed fewer CO2 allowances, so they sold off the surplus – bringing 
down the allowance price. And the renewable energy directive reduced the need 
for CO2 permits even more, without having any effect whatsoever on CO2 emis-
sions. In fact, the renewables policy combined with the ETS has resulted “in a 
strange push for wind and coal”.375

Undaunted, the Europeans are planning a third attempt at a CO2 trading 
market. In the light of its experience with the first two phases, the European 
Union is currently mired in debate over “set-asides” – withdrawal of a large frac-
tion of the CO2 allowances that will be allocated in the third trading period from 
2013 to 2020, in order to bolster the CO2 price.376

In addition, the national carbon caps established from 2005 to 2012 will be 
replaced by a single cap for the whole Union, with the cap declining annually 
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to 79% of its 2005 level by 2020. This time, unlike before, approximately half 
the total allowances allocated each year will be auctioned instead of handed out 
free.377

Nevertheless, the market’s experience with the first two phases of the European 
scheme demonstrates clearly that CO2 cap-and-trade is ineffective at holding CO2 
emissions in check. If European Union member states can’t agree on set-asides, 
or conflicting national initiatives such as the UK’s carbon price floor – a form of 
tax – get in the way, the third incarnation is doomed to failure as well. Lots of 
euros down the drain for a measure that isn’t necessary in the first place.

North American Regionalism
While the European Union’s cap-and-trade system mimics the Kyoto Protocol, 

with Union-wide limits on CO2 emissions, its transatlantic counterpart North 
America is taking a regional approach to carbon pricing. This is because repeated 
efforts to introduce national CO2 trading plans have been singularly unsuccessful 
in both the U.S. and Canada.

The U.S. Congress has rejected cap-and-trade legislation designed to reduce 
greenhouse gases, primarily CO2, on a number of occasions since 2007. The most 
recent 2009 bill targeted electric utilities, fuel producers and manufacturing, 
setting a cap of 20% below 2005 emission levels to be attained by 2020, and a 
far-reaching 83% below 2005 emissions to be achieved by 2050.378

You may not know that the U.S. already has an emissions trading system in 
place for sulfur dioxide (SO2), a toxic gas that causes acid rain when released into 
the atmosphere and, like CO2, is generated from the combustion of fossil fuels.

But, while the program is often touted as a success, SO2 emissions in the U.S. 
have fallen by only 25% since trading began in 1994.379 That’s no more than the 
decrease that occurred previously between 1980 and the program’s startup – a 
period when there was no SO2 regulation at all, and when power plants and other 
SO2 producers took only voluntary steps to cut their emissions. So much for the 
effectiveness of cap-and-trade.   

Despite this unremarkable performance, the SO2 program was used as a model 
for a failed 2008 bill to cap CO2 and other greenhouse gases. Yet the principal 
reason for that bill’s failure was not that Congress thought the plan might not 
work, but its enormous projected cost.380 
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In Canada, a similar cap-and-trade measure was first tabled in the federal Par-
liament in 2006. After dying in 2008 from lack of action and subsequently being 
defeated in 2010, the bill was reintroduced in 2011, only to languish again.381 At 
the same time, Canada has announced its intention to withdraw from the global 
Kyoto Protocol, citing potential financial penalties that could be imposed because 
of its inability to keep a lid on CO2 emissions.382

With national schemes completely off the table, several U.S. states and Cana-
dian provinces have decided to go it alone with their very own cap-and-trade 
plans.

In the U.S., California is the Lone Ranger state when it comes to environmental 
regulation, having long enacted environmental laws and rules that most other 
states have barely considered. Of course, in the case of CO2, the other states 
are wiser. California’s new cap-and-trade regulation, which initially covers 360 
businesses and takes effect in 2013, requires CO2 emitters to turn in sufficient 
allowances to the state each year to cover their emissions. The goal is to restore 
emissions to the 1990 level by 2020 via an annually declining cap.383

In addition to California, nine states in the northeastern U.S. signed on to 
a regional initiative in 2012, under which CO2 emissions from only the power 
sector will be cut 10% by 2018. Nearly all the emission allowances will be auc-
tioned, the auction proceeds to be invested in energy efficiency and so-called 
clean energy technologies.384

California’s cap-and-trade program is to be linked to a similar scheme starting 
up in 2013 in Canada’s maverick province, Québec, the linkage to include com-
bined auctions. Québec emits approximately one-sixth as much CO2 and other 
greenhouses gases as California, and will require the same rigorous reductions 
in emissions.385 The provincial program is to begin with industrial emitters and 
will be extended to gasoline distributors in 2015.

Canadian province Alberta already has its own plan to reduce CO2 emissions, 
based on a cap and on purchase but not trading, significantly, of carbon credits. 
The program requires large emitters to cut their emissions by 12% of a baseline 
level by either improving their operations, buying credits, or paying the provin-
cial government for the amount of CO2 by which they exceed the cap.386 Alberta, 
a large producer of both oil and natural gas, and the locale of the Canadian oil 
sands, emits about half as much CO2 as California.387
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On the other hand, Canada’s British Columbia, whose CO2 emissions are com-
parable to Québec’s,388 initiated a carbon tax in 2008. The new revenues collected 
since then have been returned to consumers and businesses in the form of tax 
breaks and credits. However, the province is rethinking the tax policy because, 
it says, the U.S. and other Canadian provinces have not stepped up to the plate 
in tackling CO2 emissions, and British Columbia shouldn’t be a lone pioneer.389

But all this activity doesn’t mean that North America’s regional carbon pricing 
schemes will be any more effective at holding down CO2 levels than the ETS has 
been in Europe. And, just like Europe’s emissions control program, its North 
American sister programs will come at a cost.

One of the more immediate effects of controlling CO2 emissions is that prices 
for electricity and other forms of energy go up, as utility companies pass on the 
cost of CO2 allowances to their customers. Another important consequence is job 
losses that result from reduced industrial output, due to a combination of higher 
energy prices, the high cost of complying with the required emissions cuts, and 
greater competition from overseas manufacturers with access to cheaper energy.

A conclusion of the NAM report that I mentioned before was that between 
3 million and 4 million U.S. jobs would disappear in 2030 if a proposed cap-
and-trade bill became law.367 Similar estimates have been made by other 
organizations.390 On this basis, California can expect to lose hundreds of thou-
sands of jobs a year once its cap-and-trade plan comes into being – along with 
Québec and Alberta in Canada.

And all for nothing, as CO2 has little to do with global warming. Lots of dollars 
down the drain.

Other Countries
Japan has had a voluntary emissions trading system since 2006,391 and Mexico 

recently passed climate change legislation that mandates a 50% reduction in CO2 
emissions below 2000 levels by 2050, although carbon pricing is not part of the 
new law.392 A new cap-and-trade program in South Korea will start in 2015.385 
And several smaller countries have carbon pricing schemes, including Australia 
and New Zealand.

Australia passed a package of laws in 2011 imposing a price on carbon, after 
several months of vigorous debate. The new laws established a carbon tax on the 
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nation’s 500 largest CO2 emitters, starting in July 2012, with the goal of cutting 
emissions by 2020 to 95% of their level in 2000.393

While the Australian tax prices carbon relatively high compared with the 
European Union, it will be replaced by an emissions trading scheme similar 
to Europe’s in 2015. Export-focused industries with intensive emissions will be 
given free carbon permits for the first three years of that scheme. In the mean-
time, carbon tax revenues will be used to compensate export industries exposed 
to heavy competition overseas, as well as local steelmakers and 90% of the coun-
try’s workforce394 – all of whom can expect to pay more for energy once the tax 
is enacted.

Australia’s neighbor New Zealand initiated a CO2 cap-and-trade system in 
2008, featuring staggered entry of various sectors.395 The system appears to have 
had success in increasing reforestation, forest owners receiving carbon credits 
because forests absorb greenhouse gases.396

Nonetheless, New Zealand has been forced by the still shaky global economy to 
ease back on full implementation of its trading scheme. A planned doubling of the 
carbon price scheduled for 2013 has been postponed, and agriculture’s entry into 
the system has been delayed from 2012 to 2015. Pointing out that half the nation’s 
CO2 emissions come from agriculture, the New Zealand Prime Minister recently 
stated: “The global demand for food is great and we want to supply that”.397 Cap-
and-trade is seen as a burden for New Zealand’s agricultural industry.

The tussle between economic well-being and the need promoted by climate 
change alarmists to scale back CO2 emissions is what will govern the success or 
failure of carbon pricing efforts worldwide. It is only slowly becoming apparent to 
alarmists and environmentalists that our western standard of living is intimately 
connected to the availability of cheap sources of energy which, up until now at 
least, have long been fossil fuels.

The Kyoto Protocol to limit greenhouse gas emissions, predominantly CO2 
from fossil fuels, has been a resounding failure, just like the European Union’s 
ETS.

Drawn up with the intent of stabilizing global emissions of greenhouse gases, 
the protocol set the apparently modest goal of reducing emissions by 5.2% of 1990 
levels by 2012. As of 2009, worldwide CO2 emissions had increased by 31% since 
1997 (the year of the protocol) and were still going up.398 Most of the increase can 
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be attributed to China and India, both of which have boosted their emissions 
considerably.

It’s the developing nations, which today account for more than half of global 
CO2 production, that will be hurt most by carbon pricing. The standard of living 
in the industrialized countries may decline because of higher energy prices asso-
ciated with carbon caps or carbon taxation, but there can be no doubt that the 
cost of carbon pricing will have devastating economic effects for the Third World.

The overriding problem in the developing world is widespread poverty. It goes 
without saying that poor nations need the cheapest energy available to bring 
them into the industrial era and improve their quality of life – even to provide 
the basics such as clean drinking water and electricity.

But the energy won’t be from wind turbines or solar cells that are still too costly 
for extensive use, even in industrial nations. They’ll be conventional power plants 
burning coal or natural gas, just like those employed in the U.S. to generate well 
over half of the country’s electricity, because coal and natural gas are plentiful 
and cheap. Coal-fired power stations are the principal energy sources that China 
and India are exploiting for rapid industrialization.

Alarmists like to argue that the developing world will have to bear the brunt 
of climate change, in the form of stronger hurricanes and higher sea levels that 
will flood low-lying nations, so that we need to limit CO2 emissions for the sake 
of countries such as Bangladesh and the Maldives.

But as we’ve seen, CO2 contributes little to global warming. And we have no 
control at all of the natural sources that are largely responsible for currently higher 
temperatures, such as the sun. So cutting back on CO2 isn’t going to do much to 
help the poorer nations on our planet cope with global warming, and will in fact 
be a major economic burden on them. That’s why they’re seeking to have the 
industrialized countries pay the bill for any action that is taken, something the 
western world can ill afford.

Lots of money down the drain – money that could be far better spent in adapt-
ing to the effects of global warming, if it resumes, on developing countries.

THE FALSE PROMISE OF RENEWABLES
The big hope behind carbon pricing is that it will create incentives for power 

plants and industrial operations to switch to alternative types of energy that 
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don’t depend on burning fossil fuels, and therefore don’t produce CO2. These 
alternatives, frequently spotlighted in the media, include nuclear power as well 
as renewable energy sources, such as biofuels and hydroelectric, wind and solar 
power.

All these technologies exist today. The world knows how to build reliable wind 
turbines and solar panels, and to generate electricity from them. But the electric-
ity is very expensive compared to what can be produced from fossil fuels, even if 
the cost of subsidies is ignored.

That’s the rub. Renewable energy sources, and possibly nuclear power as well, 
are simply too costly at present to make any major inroads into the energy market.

So long as ample supplies of coal, oil and natural gas are available, basic econom-
ics dictates that these will continue to be the dominant sources of energy for years 
to come. The only other option is to make drastic lifestyle changes – and I don’t 
just mean forgoing luxuries, but doing without all the labor-saving machines that 
are an essential part of our daily lives, and without heating or air-conditioning 
in all but the most severe climates, because these and other benefits of readily 
available energy can only be realized if the energy is affordable.

In any case, the game has now changed dramatically, thanks to a recent revolu-
tion in natural gas technology known as hydraulic fracturing or fracking.

Fracking unlocks previously inaccessible supplies of natural gas from shale 
rocks underground.399 The new technology has led to a totally unexpected boom 
in natural gas production in the U.S. and other countries, with the International 
Energy Agency predicting that worldwide supplies of shale gas could last more 
than 250 years.400 Large reserves exist in North America, Mexico, Argentina, 
China and Europe, among other regions.

Although there are possible environmental issues with fracking, it has the 
potential to make the U.S. a major exporter of natural gas, boost the economy, 
and even restore the nation’s former industrial strength by providing inexpensive 
energy for steel mills and other manufacturing facilities.401 The price of natural 
gas in the U.S. has already fallen drastically, and the shale gas share of the natural 
gas market is expected to increase from 23% in 2010 to 49% in 2035.402

While natural gas is still a fossil fuel, it’s lower in carbon and considerably 
cleaner than coal, producing only half as much CO2 when burned. Because it’s 
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so cheap and abundant, it’s already being used for electricity generation, as well 
as heating – and will displace renewables for the foreseeable future.

Don’t get me wrong. I’m not opposed to alternative forms of energy generation 
and, as a former nuclear physicist, am a huge fan of nuclear power. But to think 
that renewable energy is going to play a significant role within the next 20 or 30 
years is fooling ourselves.

It takes time, typically 20 to 25 years, to commercialize new energy technolo-
gies.403 That includes refining the technology, building pilot facilities, scaling the 
process, developing the infrastructure for energy distribution, and getting the 
cost down to where the technology won’t break the bank. And once the technol-
ogy is commercial, it can take many more years for it to gain an appreciable share 
of the market.

Even though some of these steps have already been taken for wind and solar 
energies, the costs of both need to fall a lot more before they will be market ready. 
In contrast, the basic groundwork on fracking began in the 1940s and the process 
was commercialized in the 1980s, but the cost only started to drop in the early 
2000s.

Failure to understand the commercialization time frame was one of the 
main reasons for the 2011 bankruptcy of Solyndra, a Silicon Valley–based solar 
company that was the recipient of a $535 million loan from the U.S. Department 
of Energy (DOE) just two years earlier,404 and for the collapse of a slew of other 
publicly funded energy startups.405

In the short term, it’s highly unrealistic to think that all but a small fraction 
of the energy we require for electricity and transportation could come from 
anything but fossil fuels. And renewables will always be supplemental energy 
sources, since no single source will come close to providing sufficient power for 
a whole country.

A case in point is wind energy. Wind is currently favored by many environmen-
talists because the technology is clean, simple – basically a modern version  of the  
old-fashioned  windmill  –  and  well established.  The  principal drawback is that 
even in windy areas, the wind doesn’t blow all the time, so wind energy can only 
be delivered intermittently.
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TABLE 7.1: CARBoN PRICING

Control of CO2 emissions 

•	 	The	UN	Kyoto	Protocol	mandated	the	lowering	of	CO2 emissions from 
industrialized	countries,	by	an	average	of	5.2%	of	1990	levels,	by	2012.

•	 	To	achieve	this	target,	the	European	Union	introduced	a	CO2 cap-and-trade 
system. Trading of the initially free Co2 allowances began in 2005.

•	 	North	America	has	taken	a	regional	approach	to	carbon	pricing,	with	
emissions trading schemes established in California, nine northeastern U.S. 
states, Canadian provinces Québec and Alberta, and a carbon tax in British 
Columbia.

•	 	Several	other	nations	have	carbon	pricing	systems,	including	Australia,	New	
Zealand and Norway.

•	 	Carbon	pricing	schemes	are	expected	to	speed	up	development	of	renewable	
forms of energy that don’t generate Co2, such as wind power. 

WHAT’S WRONG WITH CARBON PRICING? 

1.  Controlling Co2 emissions will have little impact on global warming, most 
of which likely comes from natural causes.

2.  Cutting back on Co2 will cost trillions of dollars – wasted money that could 
be used instead for adapting to any future effects of climate change. 

3.  Europe’s Emissions Trading Scheme has failed twice in seven years, with 
the price of Co2 allowances reaching rock bottom in 2007, and dropping 
to an unsustainable level in 2012, while European emissions increased.

4.  Both	 the	 U.S.	 and	 Canada	 have	 rejected	 national	 CO2 trading plans. 
Canada is about to withdraw from the kyoto Protocol, and British Colum-
bia is rethinking its carbon tax. 

5.  Carbon pricing increases the cost of living by raising energy prices, which 
can nudge the economy into recession. 

6.  The cost of carbon pricing falls most heavily on the poor. This cost will 
be	a	major	economic	burden	for	the	developing	countries,	as	well	as	the	
less	well-off	in	industrialized	nations.	
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Nevertheless, the DOE, in conjunction with wind turbine manufacturers, 
utility companies and others, has recently studied the feasibility of supplying 
20% of the nation’s electricity from wind energy by 2030.406

The study concedes that a 20% wind scenario by 2030 is ambitious and will 
require “significant changes in transmission, manufacturing, and markets”.407 
The largest challenge will be in transmission, since wind energy can’t be stored 
and most of it will be produced in sparsely populated areas of the country, which 
are also the windiest. The DOE study estimates that construction of the necessary 
transmission lines will add about 10% to the capital cost of building the extra 
wind energy capacity, a cost that will be borne by consumers.

But neither technical challenges nor cost are the main issue here. If the purpose 
of manufacturing enough wind turbines to meet 20% of the U.S. demand for 
electricity is to get away from burning fossil fuels, then the exercise is another 
massive boondoggle.

By the study authors’ own admission, generating that amount of electricity 
from wind in 2030 will avoid only about 10% of the CO2 emissions that would 
occur without any significant boost in wind power.408 Projected CO2 emissions 
from all energy sources in 2035, even with all that additional wind energy, will 
still exceed today’s emissions by about 2% from DOE statistics,409 the biggest con-
tribution by far to CO2 reduction coming from the increased use of natural gas.410

Experience in Denmark – the world’s most wind-intensive nation, with more 
than 5,000 turbines – is unimpressive. Even though the country claims that it 
generates 20% of its electricity from wind, the reality is that an average of less 

7.  It will be decades before renewable energies gain an appreciable share 
of the energy market, partly because of their high current cost and 
partly because they are about to be displaced by natural gas from shale. 
Switching to renewables won’t reduce overall Co2 emissions, since wind 
and solar power require backup energy from fossil fuels.

8.	 	Carbon	pricing	schemes	cause	job	losses	that	outnumber	the	green	jobs	
created in renewables.
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than 10% was actually used in Denmark between 2004 and 2009. Because much 
of the energy is produced at night when demand is low, the rest was exported to 
nearby countries such as Germany. But despite all this, Danes paid three times 
more for electricity in 2008 than they did in 2000, when the number of wind 
turbines was much lower.411

Additionally, several countries have found that extra coal-generated electric-
ity is needed to cover the unpredictability of wind power.412 On top of all this, 
turbines are unsightly and noisy, both of which concerns have halted the building 
of additional onshore turbines in Denmark and elsewhere.413

I’m all in favor of developing renewable energies such as wind, in the U.S. and 
globally. But let’s not delude ourselves that taking this path is going to reduce the 
world’s CO2 emissions or have any noticeable effect on global warming.

Not everyone is as optimistic about the potential for renewables as the authors 
of the wind scenario study. The DOE’s annual report for 2012 predicts that only 
4% of U.S. electricity generation in 2030 will come from wind power, not the 20% 
projected in the study, and that the total contribution from all renewable sources 
will be only 15%.414

In 2030, coal and natural gas combined will still be providing two thirds of U.S. 
electricity, down only slightly from today,415 if we don’t want to go back to living 
in caves. Even the wind study recognizes that “coal power will continue to play a 
major role in future electricity generation”.406

So the world will still be putting lots of CO2 into the atmosphere unless, perhaps, 
we can develop so-called clean coal technology. This entails capturing the CO2 
generated by burning coal and other fossil fuels, and storing it deep underground. 
But the technology is unproven and likely to be extremely expensive.

Solar power was once a leading contender for the energy source of the future. 
However, while solar technologies play an important role in sunny, remote parts 
of the globe where there is no electric grid, and on satellites, they are still much 
too costly for grid-connected use in the developed world. Like wind energy, solar 
energy can’t be easily stored and, of course, the sun doesn’t shine at night.

The simple truth is that renewables don’t, and won’t in the future, have the 
capacity to meet the world’s thirst for energy. Currently, the largest source of 
renewable energy in the U.S. is hydroelectric power, but this won’t grow much 
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beyond its present level because the country has run out of unused reservoirs in 
the mountains.

An argument often used to justify the anticipated high cost of switching to 
renewable forms of energy is that they will create jobs – green jobs. But this is an 
illusion, as countless recent examples illustrate.

The DOE wind scenario study calculates how many jobs would be created by 
building the turbines needed to achieve the study’s goal of 20% wind energy 
capacity by 2030, using a standard economic impact model. The results wouldn’t 
excite too many economic development departments, with an average of 260,000 
new jobs created annually between now and 2030 in manufacturing, construc-
tion, turbine operations and related businesses. That’s for the whole U.S. In most 
states, there would be under 10,000 new jobs per year.406

Even this is an unrealistically high number, according to a 2011 article in the 
U.S. newspaper The New York Times416 – a publication that often advocates the 
alarmist view of climate change. In California’s Silicon Valley, which is a hotbed 
of investment in renewable energy technologies, the article quotes a study by the 
nonpartisan Brookings Institution as finding that clean-technology jobs actually 
disappeared from 2003 to 2010 in San Francisco’s South Bay area. Many of the 
jobs that were created are actually in low-wage countries such as China. And of 
metropolitan areas nationwide, only 53% added clean-technology jobs at a faster 
rate than other sectors of the economy during the same period.417

Further evidence of the green jobs fantasy comes from Spain, which is part 
of the European Union’s cap-and-trade system. A Spanish study found that for 
every new job created in renewables, particularly wind energy, slightly more 
than two jobs have been lost. Added the study’s author: “The loss of jobs could 
be greater if you account for the amount of lost industry that moves out of the 
country due to higher energy prices.”418

Although the Spanish study has been criticized for its methodology,419 it’s prob-
ably no coincidence that the country’s unemployment rate was approaching 25% 
in early 2012 and its banking system was in crisis. These adverse effects should 
have been expected, since wind power costs more than conventional sources of 
energy and, as the U.S. NAM report concluded, millions of jobs can be lost under 
cap-and-trade.
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Creating green jobs is an admirable objective, but not if it destroys existing jobs 
in traditional industries. Carbon pricing simply doesn’t add up.

Furthermore, the negative economic effect of job losses from carbon pricing 
is compounded by the heavy subsidization of new jobs in renewable energies. 
According to the DOE, U.S. government subsidies in 2010 amounted to $52.48 
per megawatt hour (5 cents per kilowatt hour) for electricity produced from wind, 
compared to only 64 cents for coal and $3.10 for nuclear energy.420 Although the 
subsidy for wind energy is declining, the present subsidy cost will be passed along 
to consumers.

That’s exactly what has happened in the Canadian province of Ontario, where 
the provincial government has established electricity feed-in rates for solar and 
wind energy. The wind-power rates are more than double those for nuclear 
power and four times higher than hydroelectric power.421 Other countries such 
as Denmark and the UK also subsidize wind power heavily.

Subsidies, insufficient capacity, and job losses – that’s what we can expect for 
renewable energy, if we force the pace of development as carbon pricing will. And 
while renewables will slow the growth of CO2 emissions slightly, there’s no sign 
that the CO2 level will actually fall. Of course, it doesn’t matter much if the CO2 
level falls or not anyway, as far as global warming is concerned. 
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Chapter 8:  Reflections

The flawed science behind the IPCC’s assertion that global warming is man-
made reveals an almost pathological pattern in the behavior of climate change 
alarmists. It’s the alarmists, not skeptics, who are in denial.

The pattern starts innocently enough, with exaggeration. We’re surrounded by 
hype in our lives, in everything from advertising to politics, so it shouldn’t be a 
big surprise that global warmists overstate their case to gain attention, even if the 
distortion goes beyond the boundaries of good science.

We’ve seen at least two instances of alarmist exaggeration in this book. In 
Chapter 2, I discussed how the current global warming rate has been inflated 
about 25% by the IPCC and its fellow travelers, due to the urban heat island effect. 
In Chapter 4, I described how the IPCC exaggerates the sensitivity of the Earth’s 
climate to CO2, thanks to deficient computer climate models.

But hype alone is insufficient for the alarmist crowd. The second, and more 
sinister, element of the denial pattern goes further than exaggerating measure-
ments or calculations by manipulating the very data itself, in order to make it 
conform with the CO2 global warming hypothesis. This is not just dishonest, but 
fraudulent and flies in the face of everything that science and the time-honored 
scientific method represent.

There are several examples that I’ve described of how alarmists have twisted 
data to fit anthropogenic global warming theory. The most notorious is the 
conspiracy among the Climategate perpetrators to hide the decline in late 20th 
century tree-ring temperatures, which were selectively discarded in creating 
the infamous hockey stick. Splicing tree-ring data from earlier centuries with 
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modern thermometer readings was a convenient but deceptive ploy to make 
historical temperature and CO2 records match up during the Middle Ages, in 
accordance with the CO2 hypothesis.

Other glaring examples of egregious data manipulation by alarmists include 
NOAA stretching the global warming rate as time goes on (Figure 2.2), and GISS 
inflating the warming rate by tampering with past temperatures (Figure 2.6). 
And we saw how a recent study, echoing the hockey stick story, manipulated 
proxy temperature data to make it look like increased CO2 led global warming 
at the end of the last ice age – in direct contradiction to ample evidence that CO2 
levels actually lagged ice-age temperatures (Chapter 4).

However, even exaggeration and data manipulation aren’t always enough for 
climate change alarmists to get their message across. The third and final element 
in the denial pattern, invoked when the observations still don’t match theory, is 
to either pretend that they do or to blame the data.

An apt illustration of alarmists burying their heads in the sand, pretending that 
their CO2 theory is alive and well, is use of the word hiatus to describe the current 
period of global cooling. The word itself suggests the interruption in global 
warming is only temporary, which it may be – but with nothing except computer 
models to substantiate the hiatus idea, continued cooling is just as likely.

Faulting the data itself is becoming a favorite alarmist tactic, as more and more 
predictions of the climate models that underpin the CO2 theory founder on the 
rocks of reality.

That the predicted atmospheric hot spot above the tropics is missing has 
been blamed on imprecision in balloon temperature measurements (Chapter 
3), despite the fact that comparable uncertainty exists in computer estimates 
of climate sensitivity, which form the basis of the whole global warming scare. 
And the ocean heat that climate models say is missing has been blamed on our 
inability to measure heat at great ocean depths, where the majority of alarmists 
insist it must be hiding.

Why do climate change alarmists indulge in so much deception, either con-
sciously or unconsciously? Exploring the answers to this question could take 
another book, but there can be little doubt that the ever increasing desperation 
exhibited by many alarmists today stems from the current cooling trend. As more 
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and more evidence against the CO2 theory of global warming piles up, the alarm-
ist pronouncements become ever more shrill and ridiculous.

This is a superb example of what psychologists call cognitive dissonance.422 
The term usually refers to people’s reaction on learning something that conflicts 
with a strongly held belief – here, that global warming is man-made. In cognitive 
dissonance, the reaction to the conflicting evidence is to dismiss it, even if that’s 
irrational.

You may be wondering how rational, well-educated climate scientists and 
others – including the many learned scientific societies that subscribe to the CO2 
theory – can behave this way, how they can’t bring themselves to even consider 
evidence, sometimes overwhelming, that contradicts their beliefs. The explana-
tion may reside in superstition.

Superstition, which is rooted in fear and thought to emanate from the reptilian 
portion of our brains, has been part of the human psyche ever since the emergence 
of self-consciousness in early mankind. Since then we humans have learned to 
speak, write, read, and live together in comparative peace. But we’re still supersti-
tious. Superstition about the weather in particular is hardly surprising, given the 
awesome power of the forces of nature. Witnessing storms, lightning and even 
the daily rising and setting of the sun must have induced fear and wonder in 
primitive cultures.

The same fear and wonder are what climate change alarmists exploit today 
in linking weather extremes, which have occurred from time immemorial, to 
global warming. Superstition is what lies behind present-day climate hysteria that 
connects every heat wave, major flood and tornado outbreak to man-made CO2.

In historical societies, scholars tell us that weather superstition often found 
expression in ritual human sacrifice. The Mayans, for example, tossed victims 
into a limestone sinkhole as part of a ritual to appease the rain god Chaac.423 If 
seasonal rains came too soon or too late, or if drought took over, crops would fail 
and both people and livestock would be short of food. The Aztecs and Druids are 
among other cultures that practiced human sacrifice, although weather concerns 
were not the only reason.424

Fortunately, climate change alarmists don’t advocate human sacrifice, even 
though there have been occasional alarmist calls to execute or blow up global 
warming skeptics.425 But it’s only a few centuries since superstition over the 
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climate led to intensive witch hunts and widespread executions, usually by 
burning, for witchcraft.

After economist Emily Oster demonstrated in 2004 that the most active era of 
witchcraft trials in Europe coincided with the Little Ice Age,426 other researchers 
have argued that cold weather may have precipitated the Salem witch trials in 
the U.S. between 1680 and 1730427 – one of the chilliest periods of that epoch. 
It was widely believed during the late Middle Ages that witches were capable of 
controlling the weather with their magic powers and, therefore, causing storms 
that could destroy harvests and cripple food production.

Things are not so different now. The same superstitions that caused medieval 
populations to fear and hunt witches can explain the phenomenon of cognitive 
dissonance among climate change alarmists who find it necessary to manipulate 
or deny the evidence against the theory of man-made global warming. The irony 
is that while climate change skeptics might be regarded as modern-day witches 
because they believe that global warming comes from natural forces, especially 
the sun, it’s superstitious alarmists who are really the witches.

Climate change alarmism is often likened to religion, which is based on faith. 
However, while belief in anthropogenic global warming theory certainly has a 
strong element of faith, the excessive fear of impending disaster is more akin to 
superstition or witchcraft. But let’s not burn the witches!

Witches or not, climate change alarmists go to great lengths to marginalize 
skeptics, in order to prop up the baseless assertion that global warming comes 
predominantly from human CO2 emissions. Nonetheless, it’s not the first time 
in the history of science that the mainstream view of the day has been badly 
mistaken.

The most famous example is Galileo Galilei, the distinguished Renaissance 
scientist who made important contributions to modern physics, but was tried by 
the Inquisition and confined to house arrest for the final years of his life – simply 
for promoting Copernicus’ theory that the sun and not the Earth is the center 
of our solar system, contrary to church doctrine of the time. Had he not been so 
eminent, Galileo would probably have been burned at the stake.

Another example, which presents a striking parallel to current global warming 
hysteria and attempts by the climate “thought police” to suppress contrary 
opinions, is the persecution of 20th century Soviet Union geneticists by Stalin’s 
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agricultural director, Trofim Lysenko. Lysenko’s fictitious theory that crop 
yields could be increased by cold treating grain seeds not only led to devastating 
famines, but also to the banishment to labor camps of scientists who opposed his 
ideas, and even their execution.

Although we’re a little more enlightened today, climate change skeptics often 
find they need to keep quiet about their views, especially in a professional setting, 
as I mentioned at the beginning of the book. There has been more than one recent 
instance of university academic staff being let go because of their skeptical stance 
on global warming.428

In March 2012, a group of 50 former NASA employees wrote an open letter 
to the space agency complaining about the “unbridled advocacy by NASA and 
GISS” of CO2 being the major cause of climate change, and pointing out that this 
position was completely at odds with NASA’s history of objectively evaluating its 
scientific data prior to making decisions or public statements.429 It’s clear that the 
letter’s authors, who included seven former astronauts, only felt safe enough to 
voice their concerns after retiring from NASA.

As we’ve seen, what the IPCC and climate change alarmists fall back on above all 
else, to reinforce the dubious claim that man-made CO2 causes global warming, 
are computer climate models.

It’s a sign of the times, and of today’s embrace of junk science, that the projec-
tions of these computer models are rarely questioned, even though the models are 
full of unfounded assumptions. One of the biggest assumptions in most models 
is that the sensitivity of the climate to CO2 is just the same now as it was during 
the ice ages, even though the climate was very different back then.

And there’s all the difference in the world between a computer model used 
to design, say, an airplane and a computer climate simulation. Most of us have 
few qualms about traveling through the skies in a pressurized tube that sprouts 
wings, because we know somewhere – at least at the back of our minds, if we’re 
not engineers or scientists – that our flying machine obeys the well-known laws 
of aerodynamics. So much so that we’re completely comfortable when the pilot 
switches over to autopilot and the plane basically flies itself.

But the Earths’ climate system is a far cry from a jet plane. I don’t think it’s too 
much of a stretch to say that our understanding of climate is still in its infancy. 
Barely 40 years have passed since a superstitious world came to believe en masse 
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that the next ice age was imminent, less than a decade before attention switched 
to global warming.

It’s very presumptuous for us to think we’re anywhere near unraveling the 
many mysteries of climatology, especially the role played by greenhouse gases. 
We know something about the sun and the atmosphere, about oceans and wind, 
but there’s a whole lot we don’t know about clouds, water vapor, atmospheric 
wind patterns, ocean heat and salinity, and cosmic rays – not to mention a host of 
other climatic variables and influences. All of these are incorporated in computer 
climate models as adjustable parameters, generally numbering in the hundreds.

Scientists in other fields sometimes agonize over the precise value of just a 
single adjustable parameter, often to a high degree of accuracy. Why should we 
pay any attention to the results of computer models containing multiple param-
eters, when most of the parameters can’t be specified very accurately at all? No 
wonder so many climate predictions made by the IPCC’s models have turned out 
to be wrong.

Even the most fundamental predictions about temperature made by the IPCC 
are incorrect. All its models project ever increasing global warming, from the 
year 2000 through the end of the century. Yet temperatures have been falling 
since 2001.

I’m not saying the mercury can’t start going up again, but most IPCC computer 
models never even hinted that it might go down. And it’s not just surface tem-
peratures that have decreased: the ocean depths have stopped warming as well. 
Also faulty in climate models are the temperature trends at the North and South 
Poles, where the warming rate should be highest but is essentially the same as 
elsewhere on the planet, and forecasts of stronger hurricanes and the disappear-
ance of the Arctic ice cap that haven’t been borne out.

Could the models be any worse?
In essence, IPCC computer climate models are preprogrammed to deliver the 

result that a minuscule amount of CO2 in the atmosphere is the dominant source 
of global warming.

Everything that conflicts with this result is either left out of the simulations 
altogether, or minimized – by deceit if necessary. This highly selective and scien-
tifically dishonest approach is behind the IPCC claim that its computer models 
can only reproduce the 20th-century temperature record if they omit all sources 
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of natural variability except the sun, which the models barely account for in any 
case.

Never mind that there is abundant evidence that the sun’s role in global warming 
has been grossly underestimated in climate models, nor that the models ignore 
indirect warming from solar blocking of cosmic rays and UV absorption in the 
ozone layer, nor that most models omit interconnections between the sun and the 
oceans. And never mind natural climate cycles such as the PDO that the IPCC 
can’t even model adequately, let alone consider as possible alternatives to CO2 as 
the source of global warming.

Yet the IPCC insists that it can say with 90% confidence that human activities 
since 1750 are the source of global warming, and that it is 90% sure of even higher 
temperatures in this century if we continue to emit CO2 and other greenhouse 
gases. It’s these high IPCC confidence levels, totally unjustified by the evidence, 
that have led to the false and scientifically untenable belief that a consensus exists 
on human-induced global warming.

Human nature being what it is, not all skeptics are paragons of scientific virtue 
either. I’ve come across Internet blogs in which authors bend the truth in defense 
of the skeptical cause, though such distortion is completely unnecessary even 
from a political viewpoint, with ample evidence to support the case against CO2 
as we’ve seen.

Were that the end of the story, there wouldn’t be too much cause for concern. 
Science has undergone comparable attacks in the past – from the Inquisition and 
Lysenko, for example – and has survived, with corruption and suppression of the 
truth eventually yielding to renewed belief in the merits of the scientific process.

But the IPCC has spun its web of deceit so far and wide that many world leaders 
have latched on to the IPCC view that CO2 emissions must be drastically curbed 
for the good of the planet, and the sooner the better. The problem with this erro-
neous alarmist message is that action on CO2 is going to create a financial debacle 
and stunt economic growth, to fix something that doesn’t need to be fixed in 
the first place. It will cost trillions of dollars to put a price on carbon worldwide, 
money that could be better spent dealing with the effects of global warming, if 
it resumes.

The real tragedy is not that we’re doing nothing about global warming, but that 
most of the financial burden of this completely misguided global effort to control 
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CO2 emissions will fall on the poor. The cost of carbon caps or a carbon tax will 
be especially devastating for developing countries, already struggling to catch up 
to their industrial neighbors.

The alarmist response to such social concerns is that carbon pricing is needed to 
prod energy companies into developing alternative, CO2-free sources of energy, 
such as nuclear power and renewables. But to think that renewable sources can 
provide more than a fraction of our future energy needs, or that turning to 
renewables is going to cut CO2 emissions very much, if at all – or is going to 
create jobs – is an illusion.

A prevalent belief among environmentalists is that wind turbines and solar 
cells can meet the bulk of the world’s electricity demand. But as Earth-friendly 
as this belief may be, the reality is that neither the wind nor the sun can deliver 
energy on a constant basis, nor can the energy be readily stored. So steadier, 
backup sources are required, and that means continuing to rely on fossil fuels 
such as coal and natural gas, as recent Danish experience has shown.

But all this is a massive exercise in futility anyway, because CO2 has little to 
do with global warming. If we could turn our attention away from CO2 to one 
of humanity’s real troubles, future generations are much more likely to thank us 
than if we squander our resources on an imaginary problem.

And, just like a roller coaster ride or a stock price trend, the warming of the 
20th century eventually came to an end. Currently, the planet is in a cooling mode 
that began around 2001, just as it was twice before during the period since 1850. 
Yet the CO2 level has been going up relentlessly during all this time, regardless of 
whether the thermometer was rising or falling.

The real test will come around 2016, a few years from now. 
Even the most ardent climate change alarmists concede that a flat or cooling 

trend that lasts more than 15 years is incompatible with the predictions of com-
puter climate models, which link global warming to rising CO2. The models 
commonly predict temperature trends that are very slow and even negative over 
intervals up to a decade, say the modelers, but any standstill or decline for longer 
than 15 years would be the kiss of death430 – for both the models and the CO2 
global warming hypothesis.

With some alarmists already talking about renewed warming in 2013-2014, 
only time will tell.
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Appendix:  Climate Feedbacks and Sensitivity

Climate sensitivity can be expressed either as the temperature change caused 
by a doubling of the atmospheric CO2 level, usually from its preindustrial level in 
1850, or as a measure of the climate feedbacks that contribute to that sensitivity.

It is common to define a climate feedback parameter (measured in units of W/
m2 per oC), which is the inverse of the climate sensitivity parameter (measured 
in units of oC per W/m2).431 The IPCC has created some confusion over the use 
of these terms by employing the same symbol λ for both of them at different 
times: its 2007 Fourth Assessment Report refers to λ as the climate feedback 
parameter,432 while the 2001 Third Assessment Report defined λ as the climate 
sensitivity parameter.433 But the switch in terminology does bring the IPCC in 
line with current usage by most climatologists.

The climate feedback and sensitivity parameters are defined by:
 Feedback parameter λ = ΔF / ΔT, (A1)
 Sensitivity parameter = 1 / λ = ΔT / ΔF, (A2)

where ΔF (in units of W/m2) is the external radiative forcing and ΔT (in oC) is the 
change in global surface temperature due to that forcing. From Equation (A1) or 
(A2), the climate sensitivity ΔT is then:

 Sensitivity ΔT = ΔF / λ, (A3)
where λ is the feedback parameter.

For greenhouse gases such as CO2, well mixed into the atmosphere, a good 
approximation to the radiative forcing is:

 ΔF = 5.35 ln(C/C0),434 (A4)
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in which C0 and C are the concentrations of CO2, before and after the forcing 
ΔF takes effect, respectively. C0 and C are usually measured in units of parts per 
million by volume (ppmv).

The value of ΔT corresponding to doubled CO2 (C = 2C0) is the most commonly 
used measure of climate sensitivity, sometimes known as the equilibrium climate 
sensitivity, but the sensitivity can be calculated for any change in CO2 concentration.

While the climate sensitivity should in principle include other greenhouse 
gases such as methane, it turns out that the forcing from CO2 alone is almost the 
same as the net forcing from all human sources included in IPCC climate models 
– which embrace both positive forcings such as greenhouse gases and negative 
forcings such as aerosols.435 Therefore, the sensitivity for CO2 is a good measure 
of the overall climate sensitivity.

Values of the feedback parameter and the climate sensitivity, either taken from 
the technical literature or determined from the equations above, are shown in 
Table A.1 for a number of different climate models (IPCC and Hansen), and for 
calculations based on satellite observations (Lindzen and Spencer). The climate 
sensitivity numbers were presented previously in Table 4.2.

Table A .1: Calculated CO2 Climate Sensitivity
Model or Feedback       Predicted temperature change 
calculation parametera  Today At doubled CO2

IPCC (2001) 0.9-2.1436   3.5oC 437 
IPCC (2007) 0.7-2.0438  0.76oC439 3.3oC440  
Hansen441 1.4  0.6oC 2.7oC 
Lindzen442 5.1  0.36oCb 0.73oCc 
Spencer443 up to 8.3  0.22oCb 0.45oCc

Zero CO2 feedback         3.3444  0.55oCb 1.1oCc  
Positive CO2 feedback < 3.3  > 0.55oC > 1.1oC 
Negative CO2 feedback > 3.3  < 0.55oC < 1.1oC  

a Measured in units of W/m2 per °C 
b  Calculated from Equations (A3) and (A4), with C = 393 ppm (its 2012 level), 

and C0 = 280 ppm (the preindustrial level, according to the IPCC445) 
c Calculated from Equations (A3) and (A4), with C = 2C0
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The IPCC models, which are mostly so-called Atmosphere-Ocean General Cir-
culation Models (AOGCMs), are based on computer simulations of the Earth’s 
climate, the climate sensitivity often being determined by matching the model 
output to paleoclimatic conditions. James Hansen’s model, which is one of the 
current IPCC models and was developed at GISS, is listed separately.

Richard Lindzen’s calculation (with Yong-Sang Choi), showing negative CO2 
feedback, is based on satellite observations of sea surface temperatures in the 
tropics and of outgoing longwave (infrared) radiation at the top of the atmo-
sphere.442 The authors conclude from their analysis that climate sensitivity is 
exaggerated by computer climate models, as seen by comparing the predictions 
from models in Table A.1 with those from experimental observations.

An earlier study by Lindzen and Choi had been strongly criticized for its com-
putation of climate sensitivity and other shortcomings.446 Nevertheless, the later 
study, which took the criticisms into account, came to essentially the same con-
clusions as before – including overall negative feedback, and a climate sensitivity 
well below what computer models predict.

Roy Spencer’s calculation of climate sensitivity is founded on satellite obser-
vations of both reflected shortwave (solar ultraviolet) and outgoing longwave 
(infrared) radiation over the global ocean.443 Like Lindzen and Choi’s observa-
tional study, Spencer’s analysis also finds that net CO2 feedback is negative.

The range of feedback parameters shown for the IPCC models in Table A.1 
reflects the variation between the different models. The climate sensitivities for 
doubled CO2, however, are means over a large number of the models; the feed-
back parameters that correspond to the calculated sensitivities of 3.5oC (2001) 
and 3.3oC (2007) are both close to 1.1 W/m2 per oC. Expressed in terms of the 
climate sensitivity parameter, which relates the temperature change to its associ-
ated forcing, this is a sensitivity of 0.9oC per W/m2.

The climate sensitivities from IPCC models that have been matched to ice-age 
climate data range from 2.3oC to 3.7oC,447 corresponding to feedback parameters 
ranging from 1.6 to 1.0 W/m2 per oC, respectively. Higher feedback parameters 
signify lower climate sensitivity, as can be seen from Equation (A3).

In Tables A.1 and 4.2, the 2007 IPCC value of the sensitivity for the present 
climate is 0.76oC, exactly the same as the IPCC’s stated temperature increase 
since 1850,448 because the computer simulation results are fitted to this increase. 
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The present-day climate sensitivity of 0.6oC from the Hansen model is lower 
because it (as well as the value for doubled CO2) is calculated relative to 1880, 
rather than 1850 when global temperatures were slightly lower (see Figure 1.1).

With the exception of the 2007 IPCC number, the present-day climate sen-
sitivities in the two tables depend on the preindustrial baseline level C0 that is 
assumed for the atmospheric CO2 concentration. However, from Equations (A3) 
and (A4), the sensitivities for doubled CO2 (C = 2C0) are the same regardless of the 
baseline level, the only change for a higher baseline being a higher final CO2 level.

Although Tables A.1 and 4.2 don’t indicate any errors in the estimates of feed-
back parameter or climate sensitivity, which is for simplicity of presentation, all 
the numbers shown are subject to uncertainty. For example, the IPCC’s 2007 
estimate of 3.3oC for the mean climate sensitivity is actually 3.26±0.69oC, where 
the error is given as ±1 standard deviation.440

Feedback and Amplification
As described in Chapter 4, positive feedbacks amplify the Earth’s natural 

greenhouse effect for CO2, while negative feedbacks diminish the effect.
Without any feedback at all, the climate sensitivity for doubled CO2 is 1.1oC, 

corresponding to a feedback parameter of 3.3 W/m2 per oC (Table A.1). This value 
of the feedback parameter, sometimes called the Planck feedback parameter, 
represents the infrared energy (3.3 W/m2) that the Earth would radiate away in 
response to a sudden warming of 1oC, as calculated by computer climate models.444

The calculation is based on the Stefan-Boltzmann law of blackbody emission, 
which governs the temperature dependence of emitted longwave (infrared) radi-
ation. In the absence of other climate feedbacks, radiative temperature damping 
by the Earth is a strongly negative natural feedback.

Sensitivities above 1.1oC, which correspond to feedback parameters less than 
3.3 W/m2 per oC, are associated with net positive CO2 feedback; sensitivities below 
1.1oC, corresponding to feedback parameters greater than 3.3 W/m2 per oC, imply 
that the net CO2 feedback is negative.

Amplification factors for both types of feedback are shown in Table A.2. The 
amplification (or gain, in electronic terminology) is defined as:   
 Amplification = ΔT / ΔT0,       (A5)
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where ΔT is the climate sensitivity with feedback and ΔT0 is the sensitivity without 
feedback.

 Table A .2: CO2 Amplification Factors
Type of feedback Model Feedback   Amplificationb 
 or calculation parametera

Positive                 IPCC (2007)        2.2c 3.0 (200%) 
Positive                  Hansen             1.9 2.4 (140%)         
Zero                     None               0.0 1.0 (0%) 
Negative Lindzen   - 1.8   .  0.65 (-35%) 
Negative                  Spencer down to - 5.0 0.4 (-60%)

 
a Measured in W/m2 per oC, relative to λ0 = 3.3 W/m2 per oC

b At doubled CO2
c  Corresponding to a value of 1.1 W/m2 per oC for the IPCC (2007) feedback 

parameter in Table A.1

The amplification can be calculated directly from the climate sensitivity 
numbers in Table A.1, using Equation (A5), or from the feedback numbers in 
Table A.1, using the equation:

 Amplification =       1        ,449 (A6)
                                                1 - λ/λ0

in which λ is the feedback parameter measured relative to the zero feedback 
value of λ0 = 3.3 W/m2 per oC, and λ = λ1 + λ2 +... λn, where n is the number of 
independent feedbacks. Under the sign convention for Equation (A6), positive 
or negative feedback parameters have a positive or negative sign, respectively, 
and λ0 is taken to be positive.

The amplification expressed as a percentage is also positive or negative for posi-
tive or negative feedback, respectively. Positive feedback or amplification results in 
magnification of the climate system’s temperature response to CO2 without feedback, 
while negative feedback or amplification results in diminution of the response.

When the feedback parameter in Table A.1 approaches zero, which means the 
relative feedback parameter in Table A.2 approaches λ0, the climate sensitivity 
and the amplification become infinite (Equations (A3) and (A6)). This corre-
sponds to so much positive feedback that a runaway greenhouse effect occurs, 
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which could lead to a hothouse climate on Earth. Yet even the IPCC does not 
suggest that’s likely.

The response of the climate system to small changes in feedback is illustrated 
in Figure A.1. For positive feedback, relatively small variations in feedback cause 
considerably larger changes in response – which is why the climate sensitivity in 
computer models covers such a large range. For negative feedback, large varia-
tions in feedback cause little change in response.

Figure A .1:  CO2 Climate Sensitivity and Feedback 
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Source: Lindzen and Choi.442  The horizontal scale shows the feedback factor λ/λ0 in Equation (A6), while the 
response indicated on the vertical scale is the climate sensitivity defined in Equation (A3).

Finally, we should note that everything on climate feedbacks and sensitivity 
summarized here is based on the assumption that the feedbacks are linear – that 
is, CO2 and other feedbacks are linearly dependent on the temperature response. 
But the Earth’s climate system is highly nonlinear in many ways, and can even 
be considered chaotic (showing apparently random behavior) in a mathematical 
sense. So any calculations of feedback and climate sensitivity should in principle 
be founded on nonlinear feedback theory. 

Inclusion of nonlinear quadratic terms in the analysis of feedbacks from IPCC 
climate models appears to show significant nonlinearities, especially in the feed-
backs from high clouds and temperature/altitude (lapse rate).450 This underlines 
how little is really understood about climate feedbacks.



- 147 -

GLoSSARY

Glossary

AMO . . . . . . . . . . . . . . . . the Atlantic Multidecadal Oscillation, a natural climate 
cycle in the Atlantic Ocean

aerosol . . . . . . . . . . . . . . .  a suspension of tiny particles in the atmosphere, often 
resulting from the burning of fossil fuels 

BEST  . . . . . . . . . . . . . . . . Berkeley Earth Surface Temperature study
cap-and-trade . . . . . . . . .  a market trading scheme that limits emissions of a toxic 

pollutant, or of a greenhouse gas such as CO2, into the 
atmosphere

carbon cap . . . . . . . . . . . .  the limit imposed on annual CO2 emissions in a cap-
and-trade scheme

CBO . . . . . . . . . . . . . . . . . U.S. Congressional Budget Office
Celsius . . . . . . . . . . . . . . . the metric temperature scale
Climategate . . . . . . . . . . .  the leaking of thousands of CRU emails and documents 

onto the Internet in 2009 and 2011; the emails were 
between top climate scientists over the period from 1996 
to 2009 

climate sensitivity  . . . . .  the response of the Earth’s climate system to a forcing 
such as solar radiation or added CO2 in the atmosphere; 
the sensitivity to CO2 is often measured as the tempera-
ture increase caused by a doubling of the CO2 level

CO2 . . . . . . . . . . . . . . . . . . carbon dioxide
CRU . . . . . . . . . . . . . . . . .  Climatic Research Unit at the University of East Anglia, 

UK
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DOE . . . . . . . . . . . . . . . . . U.S. Department of Energy
EIA . . . . . . . . . . . . . . . . . . U.S. DOE Energy Information Administration
El Niño. . . . . . . . . . . . . . .  a natural climate cycle that causes temperature fluctua-

tions and other climatic effects in tropical regions of the 
eastern Pacific Ocean; El Niño is the warm phase of the 
El Niño – Southern Oscillation (ENSO)

ENSO . . . . . . . . . . . . . . . . see El Niño
EPA . . . . . . . . . . . . . . . . . . U.S. Environmental Protection Agency
ETS . . . . . . . . . . . . . . . . . . emissions trading scheme; the same as cap-and-trade
Fahrenheit . . . . . . . . . . . . the U.S. temperature scale
feedback . . . . . . . . . . . . . .  a response to a disturbance (forcing) that feeds back 

to modify the disturbance itself, either magnifying or 
diminishing it (positive or negative feedback, respec-
tively); “zero” feedback in climatology corresponds to 
no change in the heat energy normally radiated away by 
the Earth – a situation that electronics engineers would 
describe as negative feedback, since heat is still being 
lost

FOIA  . . . . . . . . . . . . . . . .  U.S. Freedom of Information Act, which gives citizens 
the right to access federal information, including infor-
mation about federally funded research programs

forcing . . . . . . . . . . . . . . .  radiative forcing, which is a disturbance that alters the 
climate system and that usually gives rise to feedback 
processes; related to climate sensitivity

fossil fuel . . . . . . . . . . . . .  a fuel such as coal, oil or natural gas that is produced 
over millions of years by the decomposition of buried 
fossils, and that gives off CO2 when burned

GHCN . . . . . . . . . . . . . . .  the Global Historical Climatology Network
GISS . . . . . . . . . . . . . . . . .  NASA Goddard Institute for Space Science
greenhouse gas . . . . . . . .  a gas in the atmosphere such as water vapor, CO2, 

methane or nitrous oxide, all of which can trap heat 
radiated into space by the Earth; the main greenhouse 
gas is water vapor
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HadCRU . . . . . . . . . . . . .  the collaboration between the CRU at the University of 
East Anglia, UK and the UK Met Office’s Hadley Centre

hockey stick  . . . . . . . . . .  the name given to the erroneous IPCC graph published 
in 2001, showing reconstructed temperatures for the 
past 1,000 years and resembling a hockey stick on its 
side

ice age . . . . . . . . . . . . . . . .  an extended period of severe global cooling in the past, 
lasting for tens or hundreds of thousands of years, when 
much of the Earth (especially the Northern Hemisphere) 
was covered by vast ice sheets and glaciers

ice core . . . . . . . . . . . . . . .  a cylindrical core of ice extracted from an ice sheet by 
hollow drilling; air bubbles trapped in the ice provide 
a historical proxy record of past temperatures and CO2 
levels

IPCC  . . . . . . . . . . . . . . . .  the UN’s Intergovernmental Panel on Climate Change
Kyoto Protocol . . . . . . . .  a UN protocol to limit emissions of CO2 and other 

greenhouse gases, through a cap-and-trade system that 
mandates carbon caps for industrialized countries; the 
protocol, which has not been ratified by the U.S., took 
effect in 2005

La Niña  . . . . . . . . . . . . . .  the cool phase of the El Niño – Southern Oscillation 
(ENSO), often following the El Niño warm phase

Little Ice Age . . . . . . . . . .  an unusually cool period, but not as cold as the glacial 
ice ages in the Earth’s distant past, that lasted from 
about 1500 to the beginning of modern global warming 
around 1850

Maunder Minimum . . .  the period from 1645 to 1715, when the sun’s activity 
was low and the annual number of sunspots was close 
to zero

Medieval Warm Period . .  the previous period of global warming, lasting from 
approximately 800 to 1300

NAM . . . . . . . . . . . . . . . .  U.S. National Association of Manufacturers
NASA . . . . . . . . . . . . . . . .  U.S. National Aeronautics and Space Administration
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NCDC . . . . . . . . . . . . . . .  U.S. National Climatic Data Center, which is part of 
NOAA

NOAA . . . . . . . . . . . . . . .  U.S. National Oceanic and Atmospheric Administra-
tion

paleoclimatology . . . . . .  the study of past climates, including past climate change
PDO . . . . . . . . . . . . . . . . .  the Pacific Decadal Oscillation, a natural climate cycle 

in the Pacific Ocean of much longer duration than El 
Niño and La Niña

RSS . . . . . . . . . . . . . . . . . .  Remote Sensing Systems, which analyzes NOAA satel-
lite data to compile the RSS temperature dataset

temperature anomaly…  the deviation of a particular temperature measurement 
from the average temperature over a period of time

TSI  . . . . . . . . . . . . . . . . . .  total solar irradiance, a measure of the sun’s brightness 
or activity

UAH . . . . . . . . . . . . . . . . .  the University of Alabama in Huntsville, which analyzes 
NOAA satellite data to compile the UAH temperature 
dataset

urban heat island . . . . . .  a term referring to the warmth generated by urban sur-
roundings, such as buildings and concrete, that biases 
measured temperatures upward

USHCN . . . . . . . . . . . . . .  the U.S. Historical Climatology Network
UV . . . . . . . . . . . . . . . . . .  ultraviolet, one of three main types of radiation emitted 

by the sun (ultraviolet, visible and infrared); UV and 
visible radiation are shortwave, while infrared is long-
wave

WMO . . . . . . . . . . . . . . . .  the World Meteorological Organization
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